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ABSTRACT OF THE DISSERTATION

Exploration of Contextual Relationships for Robust Video Analysis: Applications in
Camera Networks, Bio-image Analysis and Activity Forecasting

by

Anirban Chakraborty

Doctor of Philosophy, Graduate Program in Electrical Engineering
University of California, Riverside, August 2014

Dr. Amit K. Roy-Chowdhury, Chairperson

Recently, there has been a surge of interest in modeling contextual information for vari-

ous computer vision applications. Use of inter-object/inter-activity context has ushered

in significant performance improvement over most classical video analysis approaches

that independently estimate multiple variables of interest, which are, in fact, interre-

lated. In this work, we explore the problems of multi-camera data association, spatio-

temporal cell tracking and activity forecasting, where the contextual relationship models

could be extremely useful but are little studied in literature.

Most existing data association techniques focus on sequentially matching pairs

of data-point sets and then repeating this process along space-time to achieve long-term

correspondences. However, in multi-camera problems, simply combining the local pair-

wise association results often leads to inconsistencies over the global space-time horizons.

We present an optimization framework to combine all pairwise data-association results

over a network, which not only establishes global consistency but also improves pairwise

accuracies. The proposed ‘Network Consistent Data Association’ (NCDA) method is

also capable of handling the problem of variable number of data-points across differ-

ent sets of instances in the network and its application is shown in the classic person
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re-identification problem.

In spatio-temporal cell tracking problem, 3D cells within tightly clustered tis-

sues are imaged over time at various depths of the tissue. The objective is to associate

these 2D cellular projections that often lack good feature quality. We exploit the tight

spatial topology of the cells in a CRF model and obtain robust pairwise similarity mea-

sures between the 2D cell segments, which are further combined together via the NCDA

method to yield consistent and accurate cell lineages. The estimated lineages are utilized

in the proposed tessellation based reconstruction method for generating 3D structures

of individual cells.

We also explore the activity forecasting problem in continuous videos. We

model the simultaneous and/or sequential nature of human activities as contextual in-

formation on a graph and combine that with the interrelationship between static scene

cues and dynamic target trajectories. The forecasting problem is then solved as infer-

ence problem on an MRF model defined on this graph and high accuracy is observed

throughout our experiments.
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Chapter 1

Introduction

Many computer vision problems attempt to recognize, associate or predict the

identity of a set of objects or actions from collected videos. However, most often these

estimation tasks are performed independently for every variable of interest. Let us con-

sider the case of human activity recognition as an example. Majority of the classical

approaches to activity recognition model activities in videos individually, though activi-

ties are often related to one another in space and/or time and rarely occur independently.

Again, in multi target tracking problems, data association and estimation of target states

are mostly performed independently for each individual target, even though motions of

different targets are often highly correlated. These observations, in recent years, have

motivated computer vision researchers to understand the importance of modeling the

inter-object/inter-activity relationships, often broadly termed as ‘contextual informa-

tion’, in various video analysis problems. Information from the spatial co-occurrence

statistics of activities in natural videos as well as their temporally sequential patterns

have been incorporated as context into the traditional independent activity recognition

models to improve their performance by a large margin [73, 101, 102, 18]. Similarly, in
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multi target tracking, interrelationship between targets and other scene points having

strong motion correlation with the targets is exploited to accurately estimate target

states even under occlusion [39]. These contextual relationship models have also been

adopted and shown significant promise in many other computer vision problems. One

such application area is the object categorization, where co-occurrence of multiple ob-

jects in a scene is exploited through probabilistic graphical models to improve object

recognition performances [82,35].

In this thesis, we explore a number of video analysis problems where the con-

textual relationship models could be extremely useful but little studied in the literature.

In the first chapter, we investigate the applicability and importance of such models in

multi-camera data association problems with special focus on person re-identification.

Existing data association techniques mostly focus on sequentially matching pairs of

data-point sets and then repeating this process along space-time to achieve long term

correspondences. However, in many such data association problems, especially in a

multi-camera setting, a set of data-points may be observed at multiple spatio-temporal

locations and/or by multiple agents in a network and simply combining the local pair-

wise association results between sets of data-points often leads to inconsistencies over the

global space-time horizons. For example, most existing person re-identification methods

focus on finding similarities between persons between pairs of cameras (camera pairwise

re-identification) and this often leads to infeasible associations when results from differ-

ent camera pairs are combined. In Chapter 2, we present a framework to combine all

pairwise data-association results over a multi-camera network that not only establishes

consistency in the global association results but also improves pairwise data association

accuracies. We name it ‘Network Consistent Data Association’ (NCDA), which is for-

mulated as an optimization problem. The proposed NCDA can be solved as a binary
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integer program leading to a globally optimal solution and is capable of handling the

challenging data-association scenario where the number of data-points varies across dif-

ferent sets of instances in the network. We have tested NCDA in two application areas,

viz., person re-identification and spatio-temporal cell tracking and observed consistent

and highly accurate data association results in both the cases.

Spatio-temporal cell tracking is another application area where an inter-object

contextual relationship network can be very useful. Using confocal microscopes, multi-

cellular biological tissues are often imaged at multiple time points to observe the growth

of hundreds of individual cells tightly packed in the tissue. At each time point, 3D cells

within the tissue are imaged at various confocal planes resulting in a spatio-temporal

network of 2D cellular projections. The cell tracker aims to find correspondences be-

tween cell image slices along both ‘z’ (depth of the tissue) and time. Because of the

multi-dimensional nature of this tracking problem, spatial and temporal correspondences

obtained by choosing the most similar candidate for each cell independently do not guar-

antee consistent results automatically. Moreover, because of the low SNR in the confocal

images and stereotype in features extracted from the 2D cells’ projections, the estimated

pairwise similarity scores are often misleading. To overcome this problem, in Chapter

3, we present a framework where the tight spatial topology of neighboring cells in a

multicellular field is modeled using conditional random fields (CRF) and robust pair-

wise similarity scores are estimated through inference on these CRFs. These similarity

scores are further combined together via the method proposed in Chapter 2 to gener-

ate consistent and highly accurate spatio-temporal cell lineages. We present results on

(3D+t) confocal image stacks of Arabidopsis shoot meristem and show that the method

is capable of handling many visual analysis challenges associated with such cell tracking

problems, viz. poor feature quality of individual cells, low SNR in parts of images,

3



variable number of cells across slices and cell division detection.

The estimated cell lineages can be utilized to obtain important cell growth and

division statistics. Towards that objective, we propose a novel spatial context based

cell resolution 3D reconstruction method in Chapter 4. The tight packing of the cells

in a tissue enables us to estimate the 3D structures of individual cells using the slice

information of the cell as well as that of its nearest neighbors through an adaptive

geometric tessellation model. The proposed method, named as the ‘Adaptive Quadratic

Voronoi Tessellation’ (AQVT), is capable of handling both the sparsity problem and the

non-uniformity in cell shapes by estimating the tessellation parameters for each cell from

the sparse data-points on its boundaries. We have tested the proposed 3D reconstruction

method on time-lapse CLSM image stacks of the Arabidopsis Shoot Apical Meristem

(SAM) and have shown that the AQVT based reconstruction method can correctly

estimate the 3D shapes of a large number of SAM cells.

Finally in Chapter 5, we explore an emerging problem in video analysis. Ability

to successfully forecast activities that are yet to be observed is a very important video

understanding problem, and is starting to receive attention in the computer vision lit-

erature. It can be observed that the series of consecutive activities performed by an

actor often follows a fixed temporal sequence. Also, for collective activities, actions of

the involved actors are strongly synchronized with each other within a spatio-temporal

window. Motivated by these observations, we model the simultaneous and/or sequential

nature of human activities on a graph as contextual information and combine that with

the interrelationship between static scene cues and dynamic target trajectories, termed

together as the ‘activity and scene context’. The forecasting problem is then posed as

an inference problem on a MRF model defined on the graph. We perform experiments

on the publicly available challenging VIRAT ground dataset and obtain high forecasting
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accuracy for most of the activities, as evidenced by the results.

1.1 Related Work

In this section, we provide detailed literature surveys on each of the application

areas we explore in this thesis.

1.1.1 Network Consistent Data Association

Network level consistency has not been dealt with in data association prob-

lems and to the best of our knowledge, our work on person re-identification in [21] is the

first work that introduced this idea in multi-camera data association. However, there

have been a few correspondence methods proposed in recent years in different computer

vision areas, e.g., point correspondence in multiple frames and multi target tracking

that utilized contextual relationship to obtain better data association results. In one

of the early works [87], finding point correspondences in monocular image sequences is

formulated as finding a graph cover and solved using a greedy method. A suboptimal

greedy solution strategy was used in [91] to track multiple targets by finding a max-

imum cover path of a graph of detections where multiple features like color, position,

direction and size determined the edge weights. In [9], the authors linked detections in a

tracking scenario across frames by solving a constrained flow optimization. The result-

ing convex formulation of finding k-shortest node-disjoint paths guaranteed the global

optima. However, this method does not actively use appearance features into the data

association process which might lead to ID switches among different pairs of cameras

resulting in inconsistency. An extension of the work using sparse appearance preserving

tracklets was proposed in [5]. With known flow direction, a flow formulation of a data-
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association problem will yield consistent results. But in data-association problems with

no temporal or spatial layout information, the flow directions are not natural and thus

the performance may widely vary with different choices of temporal or spatial flow.

Person re-identification is an important class of multi-camera data association

problem, where associating targets across pairs of camera FoVs individually often leads

to globally inconsistent results when the pairwise associations are fused over the net-

work of cameras. However, this problem of network inconsistency is never studied in

the past in re-identification literature. Here we briefly go over the major research direc-

tions in person re-identification problem to date. The proposed approaches addressing

the pairwise re-identification problem across non-overlapping cameras can be roughly

divided into 3 categories, (i) discriminative signature based methods [4, 6, 63, 66], (ii)

metric learning based methods [7, 1, 96], and (iii) transformation learning based meth-

ods [43, 80]. Person specific discriminative signatures are computed using multiple lo-

cal features (color, shape and texture) [6, 63, 66, 54] or salient features learned in an

unsupervised framework [99]. Metric learning based methods try to improve the re-

identification performance by learning optimal non-Euclidean metric defined on pairs

of true and wrong matches [24, 61] or by maintaining redundancy in colorspace using a

local Fisher discriminant analysis based metric [78]. Works exploring transformation of

features between cameras tried to learn a brightness transfer function (BTF) between

appearance features [80], a subspace of the computed BTFs [43], linear color variations

model [36], or a Cumulative BTF [81] between cameras. Some of these works [36, 43]

learned space-time probabilities of moving targets between cameras which may be un-

reliable if camera FoVs are significantly non-overlapping.

As the above methods do not take consistency into account, applying them

to a camera network does not give globally feasible re-identification results. In a very
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recent paper [21], we have introduced the network consistency in solving the person re-

identification problem. In [21], the presentation of the method and the constraints used

in the integer program are specific to that particular problem (re-identification). How-

ever, in this thesis, we provide a generalized formulation for solving any network level

data association problem and further show how the generalized constraints can be simpli-

fied for problems in specific application areas. Besides the person re-identification prob-

lem, we also show applications of this data association method in the spatio-temporal

(3D+t) cell tracking problem and how the generalized constraints can be translated into

their cell tracking problem specific form.

1.1.2 Spatio-temporal Cell Tracking

There has been some work on automated tracking and segmentation of cells in

time-lapse images, for both plants and animals. One of the well-known approaches for

segmenting and tracking cells is based on evolution of active contours [28,59,58,76,27].

However, this method is not suitable for tracking where all the cells are in close contact

with each other and share very similar physical features, nor is there any reported result

on spatial correspondence. In fact, in spatio-temporal image stacks where the cells are

arranged in compact multilayer structure, slice of a new cell can legitimately appear at

the exact same spatial location as that of a different cell located in the layer just above

it. This characteristic, along with the fact that these tightly packed cells are mostly

stationary can force the active contour based tracker to generate false spatial tracks.

The Softassign method uses the information on point location to simultane-

ously solve both the problem of global correspondence as well as the problem of affine

transformation between two time instants iteratively [19, 37]. However, these meth-

ods are more suitable for aligning global features than finding correspondences between
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non-uniformly growing individual cells. Although [37] presents a sample result on a

shoot meristem without validating against ground truth, it is not enough to evaluate

the accuracy of this method on a typical 4D confocal data.

Besides the aforementioned approaches, tracking based on association between

detections such as [44, 50] has shown good performance on time-lapse images. In [10],

the authors proposed a cell tracking method on phase contrast time-lapse images that

performs a global association of tracklets generated by frame-by-frame detection based

tracking. Many other algorithms that have been successfully applied to single molecule

localization and 2D movement tracking have been reviewed in [45]. [22, 46] describes

probabilistic framework for joint detection and tracking of melanosomes. In [62], the

authors have proposed a multiple hypothesis based framework that can be applied to

solve particle tracking and 3D cell segmentation problems, which include splitting and

merging. In [95], the authors presented a method for tracking large number of particles

undergoing dense motion by integrating motion models at particle, local and global

levels. However, these methods perform well when the feature quality or the underlying

motion model is reliable. In fact, for many applications such as the one presented in

this paper, there is no motion information available and hence it cannot be exploited

for tracking.

We are looking at a more challenging problem, where the features extracted

from each cell may not be reliable enough for accurate data association. As an example,

in this paper the experiments are performed on confocal time lapse image stacks of plant

shoot apical meristem, where hundreds of cells are tightly clustered in a multi-layered

architecture and only the boundary of each cell is visible. Thus the features extracted

for each cell could only be the shape and area, which could often be non-discriminating

between cells even from a local neighborhood. In such cases, for tracking and data
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associations in absence of very reliable features one can use the states of objects or points

other than the target, that have strong spatio-temporal correlations with the states of the

target. These correlations are utilized to rectify/estimate the target states in absence

of reliable measurements for the target. Such secondary ‘contextual information’ in

the visual tracking literature and have resulted in significant improvements in tracking

accuracy. For example, in [39], feature points from the scene that are not on the target

but have strong motion correlation with the target are used to estimate the target state

under occlusion.

In [65, 64], a spatio-temporal tracking algorithm for Arabidopsis SAM was

proposed, where relative positional information of neighboring cells were used to generate

unique features for each cell. The best cell pair in two different image slices across

space or time is found based on the computed features and the correspondence is grown

sequentially outwards from these ‘seed cell points’ using a local search mechanism to

find match between the rest of the cells. However, the location of this spatial search

window depends on the position of the last tracked cell and hence this method tends to

accumulate error that can throw the tracker off for cells spatially distant from the ‘seed’.

Therefore, in [15], we posed the spatio-temporal cell tracking problem as an inference

problem on a conditional random field where the relative positional information of a cell

with respect to its neighbors are utilized to generate robust associations between cells

in two spatially/temporally consecutive image slices.

However, most of these methods have focused on slice to slice/pairwise cell

tracking. The method in [65] utilizes indirect paths between any two slices to improve

the pairwise tracking accuracy. However, this method does not ensure spatio-temporally

consistent association results. Also, the tracking in the (3D+t) stack is done in a se-

quential manner and a globally optimal solution is not achieved. We utilize the NCDA

9



method presented in Chapter 2 that yields globally optimal and consistent correspon-

dences between 2D cell slices when built on top of any method that can generate simi-

larity scores between cells, such as [15].

1.1.3 Cell Resolution 3D Reconstruction

There are several methods of shape and size estimations for individual cells such

as impedance method [72] and light microscopy methods [31]. Methods such as [47] are

used to study changes in cell sizes in cell monolayers. In live plant tissues, a number

of work focussed on the surface reconstruction [55, 93]. But we are looking at a much

more challenging problem where the subject of study is a dense cluster of cells arranged

in multiple spatial layers. In such cases, one of the popular practices is to use Confocal

Laser Scanning Microscopy (CLSM) to image cell or nucleus slices at a very high spa-

tial resolution and then reconstruct the 3D volume of the cells from those serial optical

slices which has been shown to be reasonably accurate [29, 33, 100]. However, perfor-

mance of the current imaging based 3D reconstruction techniques depends heavily on

the availability of a large number of very thin optical slices of a cell and the performance

rapidly deteriorates in the cases where the number of cell slices becomes limited. This

problem is very common especially in CLSM based live cell imaging when the time gap

between successive observations is small. In order to keep the cells alive and growing

for a longer period of time and obtain frequent observations, a cell cannot be imaged in

more than 2-4 slices, i.e., high depth-resolution and time-resolution cannot be achieved

simultaneously.

A very recent method [33] accurately reconstructs the Shoot Apical Meristem

of Arabidopsis. This method uses a dataset containing fine slice images acquired from

3 different angles, each at a Z-resolution of 1 µm. They have reported 24 hours as
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the time resolution in imaging. But, for analyzing the growth dynamics of cell clusters

where the time gap between successive cell divisions is in the range of 30 to 36 hours,

we need a much higher time resolution in imaging in order to capture the exact growth

dynamics. To obtain longer cell lineages at high time resolution we may have to sacrifice

the spatial or depth resolution and hence the number of image slices in which a cell is

present can be really small. With such a limited amount of image data, the existing

3-D reconstruction/ segmentation techniques cannot yield a good estimate of cell shape.

Other recent approaches that attempted the problem of cell resolution 3D reconstruction

from sparse collection of slices to estimate approximate cell volumes are presented in

[13,16].

Motivated by the rigid, tightly packed physical structure of SAM, we propose

the cell resolution 3D reconstruction in a geometric tessellation framework. A tessel-

lation is a partition of a space into closed geometric regions with no overlap or gap

among these regions. In case of the SAM tissue, each cell is represented by such a closed

region and any point in the 3D SAM structure must be the part of one and only one

cell. In fact, there are some recent works in the literature as [67] which predicted that

the 3D structures of Arabidopsis SAM cells could be represented by convex polyhedrons

forming a 3D ‘Voronoi’ tessellation pattern.

A Voronoi tessellation is one of the simplest form of partitioning of the metric

space, where the boundaries between two adjacent partitions are equidistant from a

point inside each of these regions, also known as the ‘sites’. In [67, 38], these sites

are the approximate locations of the center of the cell nuclei about which the tissue

is tessellated into individual cells. However, this work used a dataset where both the

plasma membrane as well as the nucleus of each cell is marked with fluorescent protein,

whereas, in the dataset under our study, only the plasma membrane is visible under
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the confocal microscope. In this thesis, we present a cell resolution 3D reconstruction

method based on a quadratic distance based anisotropic Voronoi tessellation, where

the distance metric for each cell is estimated from the segmented and tracked sparse

data-points for the cell [14].

1.1.4 Activity Forecasting

In computer vision research, majority of the work related to human activ-

ity in video has focused on the task of recognition of simple to more complex activi-

ties [79]. Many existing work exploring context focus on spatio-temporal relationship

of features [84, 40], interactions of objects and actions/activities [97, 18, 56], AND-OR

graph based scene representation [41, 88]. Methods such as [102, 101, 73, 8, 92] studied

spatio-temporal relationship between activities in a scene. The method in [73] takes

a probabilistic approach and model the spatial and temporal relationship between ac-

tivities into the potential functions of a Markov Random Field model. Besides these,

spatio-temporal context in structured videos with manually defined rules has been mod-

eled using ‘Markov Logic Networks’ in [70]. We are strongly motivated by these methods

to model the spatio-temporal context between activities and scene context between ac-

tors’ motion, objects in the scene and the activities on an ‘activity graph’. However, none

of these methods can be applied to solve the activity forecasting problem as they assume

that observations from all the activity regions are available throughout the recognition

process.

There have been some recent work on the emerging topic of early recognition

of ongoing activities. The method in [83] approached this problem by representing an

activity as an integral histogram of spatio-temporal features and subsequently used a

novel dynamic bag-of-words approach to model how these feature distributions change
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over time. Authors in [98] developed a ‘spatial-temporal implicit shape model’ which

characterizes the space time structure of the sparse activity features extracted from a

video and the early recognition is done using a random forest structure. The authors in

[42] proposed a max-margin framework based on structured SVM to recognize partially

observed events. However, these methods rely on the availability of a partial set of

information for the ongoing activity where a typical activity forecasting problem should

be able to forecast probable future activities well before the start of the activity segments.

Very recently, the activity forecasting problem was introduced in [51]. The au-

thors combined semantic scene labeling with inverse optimal control to forecast probable

actor trajectories, which in turn helps predict destinations and future actions. However,

there are a number of differences between our method and [51]. [51] investigates the ef-

fect of the static scene environment on future activities, whereas we use both static cues

from the scene and dynamic cues from target trajectories and model their interrelation-

ships for forecasting future activities. Unlike a pure trajectory based approach in [51],

we combine the target trajectory information with the motion based activity recognition

methods in a dynamical model. Finally, we show results on the recent release of VIRAT

dataset containing 11 diverse activities where [51] tested their forecasting method on a

dataset of three activities.

1.2 Organization of the Thesis

The rest of the thesis is organized as follows. We present the generalized theory

of network consistent data association (NCDA) in Chapter 2 along with its application in

the person re-identification problem. Spatio-temporal cell tracking problem, the second

application area of the NCDA, is presented in Chapter 3. The conditional random
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field based pairwise cell tracking module is also detailed in this chapter. In Chapter

4, we propose the cell resolution 3D reconstruction pipeline for dense multilayer tissues

based on an adaptive quadratic Voronoi tessellation. Finally, the problem of activity

forecasting and its solution strategy based on a spatio-temporal context model are given

in Chapter 5. We conclude the thesis in Chapter 6 with an outline of the future direction

of research.

14



Chapter 2

Network Consistent Data

Association

2.1 Introduction

In many computer vision problems such as tracking, re-identification etc., as-

sociating detected targets across space and/or time is of utmost importance. Most data

association approaches are sequential in nature, i.e., they try to find correspondences be-

tween pairs of instances of a set of data-points and repeat this process along space/time

to obtain long term correspondences. However, this local approach for finding corre-

spondences may lead to inconsistencies over the global space-time horizons. The goal

of this chapter is to show how globally consistent correspondence results can be ob-

tained by enforcing suitable network-level constraints over the entire set of observation

data-points. We explain the problem more precisely through two examples below.

Consider the well studied person re-identification problem where the objective

is to associate targets across cameras with non overlapping field-of-views (FoVs). Most

15



Camera 3

Match

Inconsistent Re-identification

(A)

Slice 1 Slice 2 

Slice 3 Slice 4 

t 

z 

(B)

Figure 2.1: Example of network inconsistency in data association. (A) A person re-
identification case. Among the 3 possible re-identification results, 2 are correct. The
match of the target from camera 1 to camera 3 can be found in two ways. The first one
is the direct pairwise re-identification result between cameras 1 and 3 (shown as ‘Path
1’), and the second one is the indirect re-identification result in camera 3 given via the
matched person in camera 2 (shown as ‘Path 2’). The two outcomes do not match
and thus the overall associations of the target across 3 cameras are not consistent.
(B) A similar case of network inconsistency in spatio-temporal cell tracking problem.
In this schematic, association results between 2D projections of the same 3D cell on
four spatio-temporal image planes are analyzed. The pairwise associations need to be
consistent across the loop over the four image slices. This consistency can be used to
obtain correspondences when there are no direct pairwise matches or to correct wrong
ones. For example, the correspondence between the same cell in image slice 1 and slice
3 (broken arrow) is established via an indirect path (solid arrows) through slices 2 and
4 to restore network consistency.

widely used approaches focus on pairwise re-identification, i.e., association between two

camera FoVs. Even if the re-identification accuracy for each camera pair is high, it

might contain many global association inconsistencies over the entire network if three

or more cameras are considered. Matches between targets given independently by every

pair of cameras might not conform to one another and, in turn, may lead to inconsistent

mappings. Thus, in person re-identification across a camera network, multiple paths

of correspondences may exist between targets from any two cameras, but ultimately

all these paths must point to the same correspondence maps for each target in each

camera. An example scenario is shown in Fig. 2.1(A). Even though camera pairs 1-2
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and 2-3 have correct re-identification of the target, the false match between the targets

in camera pair 1-3 makes the overall re-identification across the triplet inconsistent. It

can be noted that the error in re-identification manifests itself through inconsistency

across the network, and hence by enforcing consistency the pairwise accuracies can be

improved as well.

Spatio-temporal cell tracking is another application area where consistent data

association is important. Using confocal microscopes, multicellular biological tissues are

often imaged at multiple time points to observe the growth of hundreds of individual

cells in the tissue. At each time point, cells within the tissue are imaged at various

confocal planes, thus resulting in a four dimensional (3D + t) stack of images. Each

cell, therefore, may have projections on different spatio-temporal planes. The spatio-

temporal cell tracking aims to find correspondences between cell image slices along

both ‘z’ (depth of the tissue) and time. Because of the multi-dimensional nature of

this tracking problem, spatial and temporal correspondences obtained by choosing the

most similar candidate for each cell independently do not guarantee consistent results

automatically. Note that, as in the case of re-identification, a 2D cell segment in any

spatio-temporal image slice must not have more than one match in any other spatio-

temporal image and if at least one spatio-temporal path exists in the network that

associates two cell slices, they must be projections of the same cell onto two image

planes. Example of network-level inconsistent data association results in the spatio-

temporal cell tracking problem is presented in Fig. 2.1(B).

The network inconsistency problem in data-association is not only observed in

the person re-identification or the cell tracking tasks, but is also visible in other corre-

spondence problems of similar nature, e.g. optical flow computation, feature tracking

etc. In fact, a data-association approach that ensures network level consistency will be
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valuable for any problem where sets of data-points observed at multiple spatio-temporal

locations need to be associated with each other.

2.1.1 Contributions of the Present Work:

Motivated by such scenarios, we propose a novel consistent data association

scheme over a network. When the same set of data-points is observed by different

sensors (such as different camera FoVs) or observed by the same sensor repeatedly at

different spatial and/or temporal locations (such as at different spatio-temporal imaging

planes in confocal microscopy stacks), the possible associations between such projections

of the same set of observations construct a network with the observed data-points as

nodes. To achieve a consistent and optimal data association, we pose the problem as

an optimization problem that minimizes the global cost of associating pairs of targets

on the entire network constrained by a set of consistency criteria (as mentioned before).

Since consistency across the network is the motivation as well as the building block of the

proposed method, we term this as the Network Consistent Data Association (NCDA)

strategy.

We start by computing the pairwise similarity scores between sets of targets

which are the input to the proposed method. Unlike assigning a match for which the

similarity score is maximum among a set of probable candidates, our formulation picks

the assignments for which the total similarity of all matches is the maximum while

maintaining the constraint that there is no inconsistency in the assignment among any

two sets of targets given the assignments between all other sets of targets across the

network. The resulting optimization problem is translated into a binary integer program

that can be solved using standard branch and cut, branch and bound or dynamic search

algorithms based methods available in [85].
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The proposed NCDA method is further generalized to a more challenging sce-

nario in data association where the number of targets may vary across different sets of

instances in the network. For example, in person re-identification problems all persons

may not appear in all the cameras or in case of cell tracking, 2D projections of new cells

appear as we image deeper into a tissue and hence the number of 2D cell slices widely

vary across imaging planes. The objective function and the constraints are, therefore,

modified to incorporate probable one-to-none mappings without jeopardizing the net-

work consistency. We also provide a proof showing that the one-to-one NCDA can be

directly derived as a special case of this more generalized formulation.

We show the general applicability of the proposed method by testing it in two

previously mentioned computer vision application domains in Chapters 2 and 3. In this

chapter (Chapter 2), we provide a detailed mathematical treatment on the proposed

NCDA method and experimental results on the problem of person re-identification [21].

In the next chapter (Chapter 3), we introduce the challenging problem of spatio-temporal

cell tracking in a live tissue and show how the NCDA method can be applied to this

problem to improve the tracking performance. Throughout these two chapters, we

describe how each of the various computer vision challenges can be mapped to the exact

same generalized NCDA problem, which can then be solved to generate unambiguous

and more accurate data association results.

2.2 The Network Consistent Data Association Problem

In this section we describe the proposed approach in details. The Network

Consistent Data Association (NCDA) method starts with the pairwise similarity scores

between the targets. First we describe the notations and define the terminologies as-
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sociated to this problem that would be used throughout the rest of the paper before

delving deeper into the problem formulation.

2.2.1 Notations and Terminologies

1. Node: A ‘node’ is a data-point/target that needs to be associated with other

data-points via NCDA. For person re-identification problems, a node represents a target

in the FoV of a camera, whereas, in cell tracking problem, a node is a 2D segmented

cell (at any given spatio-temporal location).

2. Group: A ‘group’ is a collection of nodes. A node can never be associated

with any other node from the same group it belongs to. For example, in a typical person

re-identification problem, the set of all targets appearing in the FoV of the same camera

is a group and for spatio-temporal tracking, the collection of 2D cell segments in one

image slice can be assumed a group. Thus, a node is a member of a group. Let the ith

node in the group g be denoted as Pg
i .

3. Similarity score matrix: This is a matrix data structure containing feature

similarity scores between nodes belonging to two different groups. Therefore, for each

pair of groups in a network there is one such matrix. Let C(p,q) denote the similarity score

matrix between groups p and q. Then (i, j)th element in C(p,q) denotes the similarity

score between the nodes Pp
i and Pq

j .

4. Assignment matrix: We need to know whether the nodes Pp
i and Pq

j are

associated or not, ∀i, j = {1, · · ·n} and ∀p, q = {1, · · ·m}. The associations between

targets across groups can be represented using ‘Assignment matrices’, one for each pair

of groups. Each element xp,qi,j of the assignment matrix X(p,q) between the group pair
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(p, q) is defined as follows,

xp,qi,j =


1 if Pp

i and Pq
j are the same targets

0 otherwise

(2.1)

If the number of nodes is the same in all groups, then X(p,q) is a permutation matrix,

i.e., only one element per row and per column is 1, all the others are 0. Mathematically,

∀xp,qi,j ∈ {0, 1}
n∑

j=1

xp,qi,j = 1 ∀i = 1 to n

n∑
i=1

xp,qi,j = 1 ∀j = 1 to n

(2.2)

5. Edge: An ‘edge’ between two nodes Pp
i and Pq

j from two different groups of

nodes is constructed between the ith node in group p and the jth node in group q. It

should be noted that there will be no edge between the nodes of the same group. There

are two attributes connected to each edge. They are the similarity score cp,qi,j and the

association value xp,qi,j .

6. Path: A ‘path’ between two nodes (Pp
i ,P

q
j ) is a set of edges that connect the

nodes Pp
i and Pq

j without traveling through a node twice. Moreover, each node on a path

belongs to a different group. A path between Pp
i and Pq

j can be represented as the set of

edges e(Pp
i ,P

q
j ) = {(Pp

i ,Pr
a), (Pr

a ,Ps
b ), · · · (Pt

c,P
q
j )}, where {Pr

a ,Ps
b , · · · Pt

c} are the set

of intermediate nodes on the path between Pp
i and Pq

j . The set of association values on

all the edges between the nodes is denoted as L, i.e. xp,qi,j ∈ L, ∀i, j = [1, · · · , n], ∀p, q =

[1, · · · ,m] and p < q. Finally, the set of all paths between any two nodes Pp
i and Pq

j is

represented as E(Pp
i ,P

q
j ) and the zth path is e(z)(Pp

i ,P
q
j ) ∈ E(Pp

i ,P
q
j ).
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2.2.2 The NCDA Objective Function

For the pair of groups (p, q), the sum of the similarity scores of association is

given by
n∑

i,j=1

cp,qi,j x
p,q
i,j . Summing over all possible pairs of groups, the global similarity

score can be written as

C =

m∑
p,q=1
p<q

n∑
i,j=1

cp,qi,j x
p,q
i,j (2.3)

2.2.3 Identification of Constraints

Let us first discuss the problem of one-to-one data association where the num-

ber of data-points per group is constant and each data-point from one group would have

exactly one match in another group. This type of data association problem is often

relevant to the person re-identification datasets, where the same set of persons appears

across the FoVs of all the cameras in the network. Later, we shall present a more gener-

alized version of NCDA where number of data-points belonging to different groups may

vary and therefore a data-point may or may not have a match in another group.

The set of constraints are as follows.

1. Pairwise association constraint: For the one-to-one association scenario, a

data-point from the group p can have only one match from another group q. This is

mathematically expressed by the set of Eqns. 2.2. This is true for all possible pairs of

data groups and can be expressed as,

n∑
j=1

xp,qi,j = 1 ∀i = 1 to n ∀p, q = 1 to m, p < q

n∑
i=1

xp,qi,j = 1 ∀j = 1 to n ∀p, q = 1 to m, p < q

(2.4)

2. Loop constraint: This constraint comes from the consistency requirement.

If two nodes are indirectly associated via nodes in other groups, then these two nodes

must also be directly associated. Therefore, given two nodes Pp
i and Pq

j , it can be noted
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𝑥1,1
1,2 = 1 

𝓟𝟐
𝟑 

𝓟𝟏
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𝓟𝟐
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𝓟𝟏
𝟏 

𝓟𝟏
𝟐 

𝓟𝟐
𝟐 

𝑥2,1
1,3 = 1 

𝑥1,1
2,3 = 1 

𝑥1,1
1,3 = 0 

Figure 2.2: An illustrative example showing the importance of the loop constraint in
a data-association problem. It presents a simple person re-identification scenario in a
camera network involving 2 persons (data points) in 3 cameras (groups).

that for consistency, a logical ‘AND’ relationship between the association value xp,qi,j and

the set of association values {xp,ri,a , x
r,s
a,b, · · ·x

t,q
c,j} of any possible path between the nodes

has to be maintained. The association value between the two nodes Pp
i and Pq

j has to

be 1 if the association values corresponding to all the edges of any possible path between

these two nodes are 1. Keeping the binary nature of the association variables and the

pairwise association constraint in mind the relationship can be compactly expressed as,

xp,qi,j ≥

 ∑
(Pr

k ,P
s
l )∈e(z)(Pp

i ,P
q
j )

xr,sk,l

− |e(z)(Pp
i ,P

q
j )|+ 1 (2.5)

∀ paths e(z)(Pp
i ,P

q
j ) ∈ E(Pp

i ,P
q
j ), where |e(z)(Pp

i ,P
q
j )| denotes the cardinality of the

path |e(z)(Pp
i ,P

q
j )|, i.e. the number of edges in the path. The relationship holds true for

all i and all j. For the case of a triplet of cameras the constraint in Eqn. 2.5 simplifies

to,

xp,qi,j ≥ x
p,r
i,k + xr,qk,j − 2 + 1 = xp,ri,k + xr,qk,j − 1 (2.6)

An example from person re-identification involving 3 cameras and 2 persons

is illustrated with the help of Fig. 2.2. Say, the raw similarity score between pairs of
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targets across cameras suggests associations between (P1
1 ,P2

1 ), (P2
1 ,P3

1 ) and (P1
2 ,P3

1 )

independently. However, when these associations are combined together over the entire

network, it leads to an infeasible scenario - P1
1 and P2

1 are the same person. This

infeasibility is also correctly captured through the constraint in Eqn. 2.6, i.e., x1,3
1,1 = 0

but x1,2
1,1 + x2,3

1,1 − 1 = 1, thus violating the constraint.

For a generic scenario involving a large number of groups of nodes where sim-

ilarity scores between every pair of groups may not be available, the loop constraint

equations (i.e. Eqn. 2.5) have to hold for every possible triplet, quartet, quintet (and

so on) of groups. On the other hand, if the similarity scores between all nodes for every

possible pair of groups are available, the loop constraints on quartets and higher order

loops are not necessary. If loop constraint is satisfied for every triplet of groups then it

automatically ensures consistency for every possible combination of groups taking 3 or

more of them. So, in such a case, the loop constraint for the network can be written as,

xp,qi,j ≥ x
p,r
i,k + xr,qk,j − 1

∀ i, j, k = [1, · · ·n], ∀ p, q, r = [1, · · ·m], and p < r < q

(2.7)

Unlike the person re-identification case, formation of triplets is not possible for

the cell tracking problem because of the structure of the data. However, it can be shown

that the entire spatio-temporal cell tracking network can be exhaustively partitioned into

quartets of cell slices and the loop constraints are expressed accordingly (discussed in

the next chapter).

2.2.4 Overall Optimization Problem For One-to-One Associations

By combining the objective function in Eqn. 2.3 with the constraints in Eqn. 2.4

and Eqn. 2.5, we pose the overall optimization problem for the case of one-to-one map-
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ping between groups as,

argmax
xp,q
i,j

i,j=[1,··· ,n]
p,q=[1,··· ,m]

 m∑
p,q=1
p<q

n∑
i,j=1

cp,qi,j x
p,q
i,j



subject to
n∑

j=1

xp,qi,j = 1 ∀i = [1, · · · , n] ∀p, q = [1, · · · ,m], p < q

n∑
i=1

xp,qi,j = 1 ∀j = [1, · · · , n] ∀p, q = [1, · · · ,m], p < q

xp,qi,j ≥

 ∑
(Pr

k ,P
s
l )∈e(z)(Pp

i ,P
q
j )

xr,sk,l

− |e(z)(Pp
i ,P

q
j )|+ 1

∀ i, j = [1, · · ·n], ∀ p, q = [1, · · ·m], and p < q

∀ paths e(z)(Pp
i ,P

q
j ) ∈ E(Pp

i ,P
q
j )

xp,qi,j ∈ {0, 1} ∀i, j = [1, · · · , n], ∀p, q = 1 to m, p < q

(2.8)

The above optimization problem for optimal and consistent data association is

a binary integer program.

2.3 NCDA for Variable Number of Data-points In Each

Group

As explained in the previous sub-section, network consistent data association

can be achieved by solving the binary IP formulated in Eqn. 2.8. However, the assump-

tion of one-to-one association between targets across groups may not be valid in many

practical scenarios, especially when there are unequal numbers of data-points in differ-

ent groups. For re-identification in a camera network, there may be situations when

every person does not go through the FoV of every camera. For the spatio-temporal

cell tracking problems, there could be variable number of segmented cell slices on the
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images at different spatio-temporal locations. In such cases, a data-point may not have

association with any other data-point from another group and hence the values of assign-

ment variables in every row or column of the assignment matrix can all be 0. However,

a one-to-many association is still infeasible as before. For re-identification example, a

person from any camera p can have at most one match from another camera q. As a

result, the pairwise association constraints now change from equalities to inequalities as

follows,
nq∑
j=1

xp,qi,j ≤ 1 ∀i = [1, · · · , np] ∀p, q = [1, · · · ,m], p < q

np∑
i=1

xp,qi,j ≤ 1 ∀j = [1, · · · , nq] ∀p, q = 1 to m, p < q

(2.9)

where, np snd np are the number of nodes (datapoints) in groups p and q respectively.

However, with this generalization, it is easy to see that the objective function

(ref. Eqn. 2.8) is no longer valid. Even though the provision of ‘no match’ is now

available, the optimal solution will try to get as many associations as possible across

the network. This is due to the fact that the current objective function assigns reward

to both true positive (correctly associating a datapoint across groups) and false positive

associations. Thus the optimal solution may contain many false positive associations.

This situation can be avoided by incorporating a modification in the objective function

as follows,
m∑

p,q=1
p<q

np,nq∑
i,j=1

(cp,qi,j − k)xp,qi,j (2.10)

where k is any value in the range of the similarity scores. This modification leverages

upon the idea that, typically, similarity scores for most of the true positive matches in

the data would be much larger than majority of the false positive matches. In the new

cost function, instead of rewarding all positive associations we give reward to most of

the true positives, but impose penalties on the false positives. As the rewards for all true
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positive (TP) matches are discounted by the same amount k and as there is penalty for

false positive (FP) associations, the new cost function gives us optimal results for both

‘match’ and ‘no-match’ cases. The choice of the parameter k depends on the similarity

scores generated by the chosen method, and thus can vary from one pairwise similarity

score generating method to another. Ideally, the distributions of similarity scores of

the TPs and FPs are non-overlapping and k can be any real number from the region

separating these two distributions. However, for practical scenarios where TP and FP

scores overlap, an optimal k can be learned from training data. A simple method to

choose k could be running NCDA for different values of k over the training data and

choosing the one giving the maximum accuracy on the cross validation data. So, for

this more generalized case, the NCDA problem can be formulated as follows,

argmax
xp,q
i,j

i=[1,··· ,np]
j=[1,··· ,nq ]
p,q=[1,··· ,m]

 m∑
p,q=1
p<q

np,nq∑
i,j=1

(cp,qi,j − k)xp,qi,j



subject to

nq∑
j=1

xp,qi,j ≤ 1 ∀i = [1, · · · , np] ∀p, q = [1, · · · ,m], p < q

np∑
i=1

xp,qi,j ≤ 1 ∀j = [1, · · · , nq] ∀p, q = [1, · · · ,m], p < q

xp,qi,j ≥

 ∑
(Pr

k ,P
s
l )∈e(z)(Pp

i ,P
q
j )

xr,sk,l

− |e(z)(Pp
i ,P

q
j )|+ 1

∀ i = [1, · · · , np], j = [1, · · · , nq], ∀ p, q = [1, · · ·m], and p < q

∀ paths e(z)(Pp
i ,P

q
j ) ∈ E(Pp

i ,P
q
j )

xp,qi,j ∈ {0, 1} ∀i = [1, · · · , np], j = [1, · · · , nq],

∀p, q = [1, · · · ,m], p < q

(2.11)
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2.4 Equivalence Between One-to-One NCDA (Eqn. 2.8)

and The Generalized NCDA (Eqn. 2.11)

If the similarity score matrix and the assignment matrix are vectorized, one

can rewrite the problems in Eqn. 2.8 and Eqn. 2.11 in standard binary integer program

form. The one-to-one NCDA problem in Eqn. 2.8 can be rewritten as

argmax

¯
X ¯

CT

¯
X

subject to A
¯
X =

¯
1, B

¯
X ≤ d

¯
1

¯
X is composed of binary variables.

(2.12)

where A
¯
X =

¯
1 is the pairwise association constraint (same as Eqn. 2.4) and B

¯
X ≤

¯
1 is

the rewritten loop constraint (same as Eqn. 2.5). The value of d is 1 in case of person

re-identification problems where the loop constraints are expressed on triplets of groups.

However, for the cell tracking problem, d = 2 as here the IP is written using quartet

based loop constraints (see Eqn. 3.27 for more details).

The generalized form of NCDA (Eqn. 2.11) can, similarly be rewritten as,

argmax

¯
X

(
¯
CT − k

¯
1T )

¯
X

subject to A
¯
X ≤

¯
1, B

¯
X ≤ d

¯
1

¯
X is composed of binary variables.

(2.13)

Now let us prove that the problem expressed by Eqn. 2.13 is equivalent to

the problem expressed by Eqn. 2.12 under the condition that the number of data-

points/targets is constant and there exists a one-to-one mapping between targets across

groups. Let
¯
X∗ be the optimal solution to the problem expressed by Eqn. 2.13. To

prove the equivalence, we have to show that
¯
X∗ also maximizes the problem expressed

by Eqn. 2.12.
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Since
¯
X∗ maximizes the objective function under the constraints as expressed

by Eqn. 2.13, we can write,

(
¯
CT − k

¯
1T )

¯
X∗ ≥ (

¯
CT − k

¯
1T )

¯
X for {

¯
X : A

¯
X ≤

¯
1,B

¯
X ≤ d

¯
1} (2.14)

where both
¯
X∗ and

¯
X are composed of binary variables.

Since {
¯
X : A

¯
X =

¯
1,B

¯
X ≤ d

¯
1} ⊂ {

¯
X : A

¯
X ≤

¯
1,B

¯
X ≤ d

¯
1}, the relation

(2.14) holds true for the feasible set of Eqn. 2.12, i.e.,

(
¯
CT − k

¯
1T )

¯
X∗ ≥ (

¯
CT − k

¯
1T )

¯
X for {

¯
X : A

¯
X =

¯
1,B

¯
X ≤ d

¯
1}

=⇒
¯
CT

¯
X∗ − k

¯
1T

¯
X∗ ≥

¯
CT

¯
X− k

¯
1T

¯
X for {

¯
X : A

¯
X =

¯
1,B

¯
X ≤ d

¯
1}

with both
¯
X∗ and

¯
X composed of binary variables.

(2.15)

Now for all
¯
X and

¯
X∗ that satisfy A

¯
X =

¯
1 (i.e., for the case when the same

set of n targets appear in all m groups),

¯
1T

¯
X∗ =

¯
1T

¯
X = Num. of group pairs × Num. of targets (2.16)

This is because, each row and column of the assignment matrix for pair of groups

contains exactly one 1, resulting in the sum of all elements of the assignment matrices

being n.

Using the above relation in Eqn. 2.15 we get,

¯
CT

¯
X∗ ≥

¯
CT

¯
X for {

¯
X : A

¯
X =

¯
1,B

¯
X ≤ d

¯
1}

with both
¯
X∗ and

¯
X composed of binary variables.

(2.17)

Therefore,
¯
X∗ also maximizes the problem 2.12, thus proving the equivalence.

2.5 Experiments and Results

In this section, we evaluate the NCDA method on the person re-identification

problem.
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Datasets and Performance Measures: We performed experiments on two bench-

mark datasets - WARD [66] and one new dataset RAiD introduced in [21]. Though

state-of-the-art methods for person re-identification e.g., [17,6,60] evaluate their perfor-

mances using other datasets too (e.g., ETHZ, CAVIAR4REID, CUHK) these do not fit

our purposes since these are either two camera datasets or several sequences of different

two camera datasets. WARD is a 3 camera dataset with 70 people while RAiD has been

collected across 4 cameras with 43 persons walking through them. Results are shown

in terms of recognition rate as Cumulative Matching Characteristic (CMC) curves and

normalized Area Under Curve (nAUC) values, as is the common practice in the litera-

ture. The CMC curve is a plot of the recognition percentage versus the ranking score

and represents the expectation of finding the correct match inside top t matches. nAUC

gives an overall score of how well a re-identification method performs irrespective of the

dataset size. In the case where every person is not present in all cameras, we show the

accuracy as total number of true positives (true matches) and true negatives (true non

matches) divided by the total number of unique people present. All the results used for

comparison were either taken from the corresponding works or by running codes which

are publicly available or obtained from the authors on datasets for which reported results

could not be obtained.

Pairwise Similarity Score Generation: The camera pairwise similarity score gen-

eration starts with extracting appearance features in the form of HSV color histogram

from the images of the targets. Before computing these features, the foreground is seg-

mented out to extract the silhouette. Three salient regions (head, torso and legs) are

extracted from the silhouette as proposed in [6]. The head region SH is discarded, since

it often consists of a few and less informative pixels. We additionally divide both body

and torso into two horizontal sub-regions based on the intuition that people can wear
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shorts or long pants, and short or long sleeves tops.

Given the extracted features, we generate the similarity scores by learning

the way features get transformed between cameras in a similar approach as [80, 43].

Instead of using feature correlation matrix or the feature histogram values directly, we

capture the feature transformation by warping the feature space in a nonlinear fashion

inspired by the principle of Dynamic Time Warping (DTW). The feature bin number

axis is warped to reduce the mismatch between feature values of two feature histograms

from two cameras. Considering two non-overlapping cameras, a pair of images of the

same target is a feasible pair, while a pair of images between two different targets is

an infeasible pair. Given the feasible and infeasible transformation functions from the

training examples, a Random Forest (RF) [12] classifier is trained on these two sets.

The camera pairwise similarity scores between targets are obtained from the probability

given by the trained classifier of a test transformation function as belonging to either

the set of feasible or infeasible transformation functions. In addition to the feature

transformation based method, similarity scores are also generated using the publicly

available code of a recent work - ICT [4] where pairwise re-identification was posed as

a classification problem in the feature space formed of concatenated features of persons

viewed in two different cameras.

Experimental Setup: In our implementation we used the following settings: 1.

To be consistent with the evaluations carried out by state-of-the-art methods, images

were normalized to 128 × 64. The H, S and V color histograms extracted from the

body parts were quantized using 10 bins each, 2. image pairs of the same or different

person(s) in different cameras were randomly picked to compute the feasible and infea-

sible transformation functions respectively, 3. all the experiments are conducted using

a multi-shot strategy where 10 images per person is taken for both training and testing,
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Figure 2.3: CMC curves for the WARD dataset. Results and comparisons in (A), (B)
and (C) are shown for the camera pairs 1-2, 1-3, and 2-3 respectively.

4. the RF parameters such as the number of trees, the number of features to consider

when looking for the best split, etc. were selected using 4-fold cross validation, and 5.

for each test we ran 5 independent trials and report the average results.

2.5.1 WARD Dataset

The WARD dataset [66] has 4786 images of 70 different people acquired in a

real surveillance scenario in three non-overlapping cameras. This dataset has a huge

illumination variation apart from resolution and pose changes. The cameras here are

denoted as camera 1, 2 and 3. Fig. 2.3(A), (B) and (C) compare the performance for

camera pairs 1 − 2, 1 − 3, and 2 − 3 respectively. The 70 people in this dataset are

equally divided into training and test sets of 35 persons each. The proposed approach is

compared with the methods SDALF [6], ICT [4] and WACN [66]. The legends ‘NCDA

on FT’ and ‘NCDA on ICT’ imply that the NCDA algorithm is applied on similarity

scores generated by learning the feature transformation and by ICT respectively. For

all 3 camera pairs the proposed method outperforms the rest with rank 1 recognition

percentage as high as 61.71% for the camera pair 2-3. The next runner up is the method
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Table 2.1: Comparison of NCDA with state-of-the-art methods on the WARD dataset
in terms of the nAUC values.

Camera
SDALF WACN ICT FT

NCDA NCDA

pair on ICT on FT

1-2 0.6487 0.7328 0.8780 0.9136 0.8835 0.9317

1-3 0.6825 0.7496 0.8240 0.8905 0.8299 0.8981

2-3 0.7206 0.7966 0.8881 0.9278 0.8910 0.9330

applying only feature transformation which has the recognition percentage of 50.29% for

rank 1. Comparison of different re-identification methods with the NCDA based ones

also presented in terms of nAUC values in Table 2.1. As can be observed, NCDA on FT

performs the best on the WARD dataset for all the camera pairs. NCDA on ICT also

performs better than ICT only.

To show how the proposed method yields consistent re-identification results

where pairwise method fails, two example cases are provided in Fig. 2.4. At first, re-

identification is performed on 3 camera pairs independently on the WARD data by FT

method. In the first example, though the camera pairs 1 − 2 and 2 − 3 gave correct

association (red dashed lines) for both the targets, the incorrect associations between

camera pair 1 − 3 (red dashed line) make the re-identification across the 3 cameras

inconsistent. Similarly, in the second example, incorrect associations between targets

across camera pair 1−2 make the overall re-identification results inconsistent. However,

in both the case, the NCDA exploits the consistency requirement and makes the resultant

re-identification across 3 cameras correct, which are shown using green arrows.
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2 3 

Figure 2.4: Two examples of correction of inconsistent re-identification from WARD
dataset. The red dashed lines denote re-identifications performed on 3 camera pairs
independently by FT method. The green solid lines show the re-identification results on
application of NCDA on FT. The NCDA algorithm exploits the consistency requirement
and makes the resultant re-identification across 3 cameras correct.

2.5.2 RAiD Dataset

We collected this dataset [21] to test the proposed method on a larger network.

The dataset was collected using 2 indoor (cameras 1 and 2) and 2 outdoor (cameras 3

and 4) cameras. It has large illumination variation that is not present in most of the

publicly available benchmark datasets. 41 subjects were asked to walk through the FoVs

of these 4 cameras and the dataset contains a total of 6920 images of these 41 persons.

The proposed NCDA is compared with the same methods used for the WARD

dataset. 21 persons were used for training while the rest 20 were used for testing.

Figs. 2.5(A) - (C) compare the performance for camera pairs 1-2, 1-3 and 3-4 respectively.

We see that the proposed method performs better than the rest for both the cases when

there is not much appearance variation (for camera pair 1-2 where both cameras are

indoor and for camera pair 3-4 where both cameras are outdoor) and when there is

significant lighting variation (for the camera pair 1-3, where camera 1’s FoV is indoor and

camera 3’s FoV is outdoor). Expectedly, for camera pairs 1-2 and 3-4 the performance of

the proposed method is the best. For the indoor camera pair 1-2 the proposed method

applied on similarity scores generated by feature transformation (NCDA on FT) and on
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Figure 2.5: CMC curves for RAiD dataset. In (A), (B), (C) comparisons are shown
for the camera pairs 1-2 (both indoor), 1-3 (indoor-outdoor) and 3-4 (both outdoor)
respectively.

the similarity scores by ICT (NCDA on ICT) achieve 86% and 89% rank 1 performance

respectively. For the outdoor camera pair 3-4 the same two methods achieve 79% and

68% rank 1 performance respectively.

In all the camera pairs, the top two performances come from the NCDA method

applied on two different camera pairwise similarity scores generating methods. It can

further be seen that for camera pairs with large illumination variation (i.e. 1-3) the

performance improvement is significantly large. For camera pair 1-3 the rank 1 perfor-

mance shoots up to 67% and 60% on application of NCDA algorithm to FT and ICT

compared to their original rank 1 performance of 26% and 28% respectively. Clearly,

imposing consistency improves the overall performance with the best absolute accuracy

achieved for camera pairs consisting of only indoor or only outdoor cameras. On the

other hand, the relative improvement is significantly large in case of large illumination

variation between the two cameras.
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Figure 2.6: Performance of the NCDA algorithm after removing 40% of the people from
both cameras 3 and 4 in the RAiD dataset. In (A) re-identification accuracy on the
training data is shown for every camera pair by varying the parameter k after removing
40% of the training persons. (B) shows the re-identification accuracy on the test data
for the chosen values of k = 0.1 and 0.2 when 40% of the test people were not present.

2.5.3 Re-identification with Variable Number of Persons

Next we evaluate the performance of the proposed method for the generalized

setting when all the people may not be present in all cameras. For this purpose, from

the RAiD dataset we chose two cameras (namely camera 3 and 4) and removed 8 (40%

out of the test set containing 20 people) randomly chosen people. No change is made

in cameras 1 and 2. For this experiment the accuracy of the proposed method is shown

with similarity scores as obtained by learning the feature transformation between the

camera pairs. The accuracy is calculated by taking both true positive and true negative

matches into account and it is expressed as (# true positive+# true negative)
# of unique people in the testset .

Since the existing methods do not report re-identification results on variable

number of persons nor is the code available which we can modify easily to incorporate

such a scenario, we can not provide a comparison of performance here. However we

show the performance of the proposed method for different values of k. The value of

k is learnt using 2 random partitions of the training data in the same scenario (i.e.,

removing 40% of the people from camera 3 and 4). The average accuracy over these

two random partitions for varying k for all the 6 cameras are shown in Fig. 2.6(A).
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As shown, the accuracy remains more or less constant till k = 0.25. After that, the

accuracy for camera pairs having the same people (namely camera pairs 1-2 and 3-4)

falls rapidly, but for the rest of the cameras where the number of people are variable

remains significantly constant. This is due to the fact that the reward for ‘no match’

increases with the value of k and for camera pair 1-2 and 3-4 there is no ‘no match’

case. So, for these two camera pairs, the optimization problem (in Eqn. 2.11) reaches

the global maxima at the cost of assigning 0 labels to some of the true associations

(for which the similarity scores are on the lower side). So any value of k in the range

(0 − 0.25) will be a reasonable choice. The accuracy of all the 6 pairs of cameras for

k = 0.1 and 0.2 is shown in Fig. 2.6(B), where it can be seen that the performance is

significantly high and does not vary much with different values of k.

2.6 Conclusion

When the same set of data-points are observed by multiple agents and/or at

multiple spatio-temporal locations, pairwise data-association may often lead to infeasible

scenarios over the network of agents and the global space-time horizon. In this chapter,

we have proposed a generalized data-association method that not only maintains con-

sistency across the network of agents or amongst observations across spatio-temporal

locations, but also improves the data-association accuracy. This global data-association

technique, termed as the ‘Network Consistent Data Association’ (NCDA), is posed as a

binary integer program on a graph with multiple network-level constraints and a globally

optimal solution can be found using standard optimization techniques such as branch

and bound, dynamic search etc. We have shown that the proposed NCDA method is

also capable of handling the challenging data-association scenario where the number of
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data-points varies across different sets of instances in the network.

In this chapter, the performance of the NCDA method is studied by applying it

to the classic multi-camera person re-identification problem. Analysis of the experimen-

tal results indicates that the proposed method improves both network level consistency

and pairwise re-identification accuracy. In Chapter 3, we shall show how the same gen-

eralized NCDA can be applied to the challenging spatio-temporal cell tracking problem

in densely packed multilayer biological tissues.
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Chapter 3

Context Aware Spatio-temporal

Cell Tracking In Densely Packed

Multilayer Tissues

3.1 Introduction

In developmental biology, the causal relationship between cell growth patterns

and gene expression dynamics has been one of the major topics of interest. A proper

quantitative analysis of the cell growth and division patterns in both the plant and the

animal tissues has remained mostly elusive so far. Information such as rates and patterns

of cell expansion and cell division play a critical role in understanding morphogenesis in

a tissue. The need for quantifying the cellular parameters such as average rate of cell

divisions, cell cycle lengths, cell growth rates etc. and observing their time evolution is,

therefore, extremely important.

Towards this goal, with the advancements in microscopy and other imaging
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techniques, time lapse videos are being collected to quantify the behavior of hundreds of

cells in a tissue over multiple days. For visualizing the cells over time within a densely

packed multilayer tissue, one such in-vivo time-lapse microscopy technique is confocal

laser scanning microscopy (CLSM) based Live Cell Imaging. With this technique, op-

tical cross sections of the cells in the tissue are taken over multiple observational time

points to generate spatio-temporal image stacks. For high-throughput analysis of these

large volumes of image data, development of fully automated image analysis pipelines

are becoming necessities, thereby giving rise to many new automated visual analysis

challenges.

Automated cell tracking with cell division detection is one of the major com-

ponents of all such pipelines (such as [33]) that analyzes the live cell imaging data.

A review of current cell tracking imaging methodologies can be obtained in [49]. The

computational challenges related to a robust design of cell tracker come from multiple

sources such as variable number of cells in the field of view (FoV), deformation of cell

shapes, complex topologies of cell clusters, low SNR in the images, etc. In this chapter,

we present an automated visual tracker for cells tightly packed in developing multilayer

tissues. This calls for developing strategies for temporal associations of the cells. More-

over, since at every time point of observation a cell could be imaged across multiple

spatial images, the tracking method must be capable of finding correspondences in the

spatial direction as well. Beyond these, the tracker has to be able to detect cell divisions,

detect new cells as the deeper layers of the tissues are imaged, differentiate between cells

in a close neighborhood sharing similar physical features and generate correct matches

in presence of low SNR. These challenges are evident in the sample CLSM image stack

of a live Arabidopsis shoot meristem, as shown in Fig. 3.1.
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Figure 3.1: A typical 4D (X-Y-Z-T) live-imaging data. A live Arabidopsis shoot meris-
tem tissue is imaged using a confocal laser scanning microscope at multiple time points.
The plasma membranes of the cells are stained with fluorescent proteins and that is
why the cell walls are the only visible parts. Each of the first three columns of images
presents Z stack of image slices, i.e., the cross sections of the tissue imaged at various
depths of it. When such images are collected over time to capture the growth of the
tissue along with that of individual cells in it, it forms a 4D image stack. As can be
seen from the figure, there are various challenges associated with the problem, viz.,
growth/deformation of the cells in the tissue, stereotypical cell shapes in the tissue and
hence less discriminative physical features (as an example, 4 cells from a close neigh-
borhood are marked with white and yellow arrows respectively in two consecutive time
points which have very similar shapes and sizes), minor shifts between images and low
SNRs in the central regions of the tissue. We have zoomed into these low SNR regions
in the 4th column of the figure. As seen, it is really difficult to even manually mark the
boundaries of a number of cells in these regions.
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In this work, we propose to solve the spatio-temporal tracking problem as a

graph inference problem. All pairs of images which are either spatially or temporally

consecutive are first analyzed to obtain cell slice to cell slice similarity measures exploit-

ing context information. For every such pair of images, we build a graph on one of the

images with individual cells as the nodes and neighboring nodes sharing an undirected

edge between them. We further define a Conditional Random Field (CRF) on the graph,

the probable states of each node being the candidate cell correspondences from the next

image. A distance defined on the physical features extracted from a cell and that of each

of its candidate matches is used to constitute the node potential. The spatial context is

modeled on each of the edges based on the relative location of the cell and its neighbors

by utilizing the tight spatial topology of the cell clusters. The approximate marginal for

each node is obtained by a Loopy Belief Propagation scheme. Treating these marginals

as similarity measures between a cell slice to its spatial/temporal candidates, we fur-

ther apply the NCDA method introduced in the previous chapter to generate globally

consistent 4D spatio-temporal correspondences. Unlike the person re-identification prob-

lem, similarities between cells are computed only between immediate spatio-temporally

neighboring image slices and hence, the loop constraints are simplified accordingly. The

overall tracking pipeline is shown in Fig. 3.2.

3.2 Overview of the Proposed Method

As mentioned earlier, many animal and plant tissues (such as the shoot meris-

tem of a plant, epithelial tissues in animals) are a collection of tightly packed small

cells arranged in clonally different layers forming a solid 3D structure. To visualize the

internal parts of these 3D structures we employ imaging techniques such as Confocal
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Figure 3.2: Proposed cell tracking framework - different sequential components in the
proposed method. The input to the method is a Watershed segmented and registered
3D or 4D image stack. For temporal tracking only, the next stage is detection of possible
cell division events. The tracking is done sequentially on pairs of spatially or temporally
consecutive slices. For any of such pairs, once the cell divisions are detected, we remove
the parent and children cells from the respective segmented images and build a graph
on one of the images of the pair based on neighborhood structure around each cell with
individual cells as nodes in the graph. The candidate matches for each cell is found
from the other image in the pair under consideration (for details, see Sec. 3.3.1). The
graph is then represented as an CRF. The node and edge potentials are computed using
methods described in Sec. 3.3.5 and Sec. 3.3.6 and finally the marginal posteriors on the
states of individual nodes are estimated using loopy belief propagation. These steps are
repeated for every sequential pairs of images in the stack (along ‘z’ and ‘t’). Finally,
for a 4D image stack, optimal spatio-temporal correspondences in the entire stack are
obtained using these computed marginals in the proposed NCDA method (Sec. 3.4).

Laser Scanning Microscopy (CLSM) that generates serial optical cross sections of the

tissue at various focal planes, thereby generating a 3D stack of images, each containing

tightly packed 2D cross sections of 3D cells. In case of time-lapse ‘live cell imaging’,

the same tissue is imaged at successive time points resulting in a collection of a number

of such 3D stacks. 2D segmentation techniques (such as Watershed) are employed to

segment out individual 2D cell cross sections on each of the confocal slices. The problem

of finding correspondences between such 2D cell slices along the depth of the tissue is

called ‘spatial tracking’, analogous to the ‘temporal tracking’ problem where such cor-

respondences are estimated between slices of the same cell at successive observational

time points. The objective of this work is to provide a solution strategy to the general

spatio-temporal tracking problem in a 4D confocal image stack.

The 2D slices of the cells in the tissue are already registered in one 3D stack.

We can also register cell slices across time between any two image slices (Fig. 3.1) of the
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tissue using methods such as [68]. This ability to register cell slices across space and

time, along with the fact that the relative positions of the centroids of two neighboring

cells in the tissue do not vary substantially across both time and space motivate us to

pose the problems of spatio-temporal cell tracking as a graph-based feature matching

problem.

3.2.1 Graph Structure

As can be seen in Fig. 3.3, a graph can be built on top of every slice image in

the tissue. The nodes of the graph would be the 2D segmented cell cross-sections and

each of the immediately neighboring cells would share a link/edge between them. In

spatial tracking, each of these cells can either have a correspondence to one of the cell

slices in the next z-slice or they can have no correspondence - in case the cell ends in

the present image slice and not imaged in the deeper slice. Also, in case of temporal

tracking, a cell might be out of Field-of-View (FoV) or not detected because of noise

in the image. Thus, a candidate set of cell slices from the subsequent image can be

estimated for each cell in the image slice on which the current graph is built and this

candidate set can be considered as the set of all possible states/labels for a certain

node in the graph. An additional state, corresponding to the case that the cell is not

imaged in the next confocal plane or next time point needs to be included in this set.

For temporal tracking, we first detect the cell division events across the two images

(Fig. 3.4) and then build the graph with the rest of the cell slices in the first image as

the nodes. The details on how the graph is formed and the set of states/labels for each

node is ascertained are given in Sec. 3.3.1.
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Figure 3.3: Graph Structure. (A) For tracking cells between two spatially and tempo-
rally consecutive image slices, a graph is built on one of the images, where the nodes of
the graph are the segmented cells and two neighboring cells share an edge between them.
For temporal tracking, the cells undergoing division are set aside before constructing the
graph. (B) From the next image slice, the candidate matches for each cell in A are esti-
mated. Again, for temporal tracking, the children cells after division are also removed
from the image and the candidate set of best ‘K’ states for each node in A is estimated
through a search in B in a spatial window around the location of each of the nodes in
A. A ‘K+1’th state is added to each of the candidate sets corresponding to the case that
the cell is not imaged or poorly imaged in B, referred to as the ‘No Match’ state in the
figure. Now the graph is expressed as a CRF, where the node potentials are computed
based on feature distances between each node and its candidates (see Sec. 3.3.5) and the
edge potentials are computed based on the relative locations of the neighboring nodes
in A and the same between any two cells from within their respective candidate sets in
B (Sec. 3.3.6).
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3.2.2 Computation of Potential Functions

As we have mentioned earlier, the relative positions of the centroids of the

neighboring cell slices do not vary a lot in short time intervals or along z and hence the

knowledge of the most probable state for any cell can substantially aid in estimating

the maximum likely state for its neighboring cells. We consider the graph just formed

as a ‘Conditional Random Field’. The node potentials in the CRF are computed based

on the shape similarity between a cell slice and each of its candidates along with their

relative centroid locations. The edge potentials are obtained based on similarity between

the relative positions of two neighboring nodes and that of their any two candidate cells’

centroids in the successive slice or time point. The details of the edge and node potential

computations are described in Sec. 3.3.5 and Sec. 3.3.6.

3.2.3 Computation of marginal posteriors: Pairwise similarities be-

tween cell slices

Once the graph is formed and the necessary potential functions computed,

the next step is to design a strategy on this graph to estimate the marginal posteriors

for each of the nodes - how likely it is for a node to be associated to each of its candi-

dates. We employ a ‘Loopy Belief Propagation’ (LBP) scheme (based on the well known

‘Sum-Product’ algorithm [52]) for this purpose. In Sec. 3.3.7, we show the iterative par-

allel inter-node message updation strategy in the traditional sum-product scheme and

compute the marginals.

3.2.4 Complete spatio-temporal cell tracking: Network Consistency

Once the marginal for each node (cell) is estimated between every pair of spa-

tially/temporally consecutive images in the stack, the next problem is to generate asso-
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ciations between all these 2D cell slices without affecting spatio-temporal consistency.

Similarity measure between any two such 2D cell slices is obtained from the computed

marginals. A 4D graph is built by combining all the pairwise graphs (as discussed

in Sec. 3.3.1) and removing links between cells in the same image slice. The spatio-

temporal tracking problem is now posed as the problem of optimally putting labels (1

- correspondence, 0 - no correspondence) on the edges of this graph and the previously

introduced NCDA method is used for this purpose. As the number of 2D cell segments

may vary across space and time, the generalized NCDA, presented in Eqn. 2.11, is used

at this stage. The final set of labels, obtained by solving the NCDA integer program, is

the spatio-temporal tracking result in the 4D stack.

3.3 Graphical Model Design and Inference

3.3.1 Graph Formation on 2D Segmentations

Let us define the problem to be to find correspondences between the cells in

two segmented confocal image slices IG and IM . The Watershed segmentation of IG

and IM produces two sets of cell segments ΩG and ΩM respectively. Thus, the set of

observations is given as

O = ΩG ∪ ΩM , (3.1)

which comprises of 2D Watershed segmentations of both IG and IM . However, for

temporal tracking, we first detect if some cells form IG have divided into pairs of cells

in IM following the method described in Sec. 3.3.3 and remove the parent cells that

has undergone division from ΩG and the divided children from ΩM . The graph and the

candidate states of each node of the graph are thereafter formed using the remaining

subsets of cells VG and VM containing NG and NM cells respectively, i.e. the remaining
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cells

v1
G, v

2
G, · · · v

NG
G ∈ VG ⊆ ΩG

v1
M , v

2
M , · · · v

NM
M ∈ VM ⊆ ΩM (3.2)

The graph is built on IG and the set of nodes VG is same as the set of segmented cells.

Any two nodes viG and vjG will have an edge between them if viG and vjG are spatial

neighbors. For tightly packed cluster of cells, viG and vjG are neighbors if they share a

common boundary and thus the set of all neighbors of a cell viG would be

N(viG) = {vjG s.t. viG and vjG share common boundary}. (3.3)

Thus, we can represent the graph gG on IG as an adjacency matrix AG between

the nodes,

AG (i, j) = 1 iff vjG ∈ N
(
viG
)
,

= 0, otherwise (3.4)

3.3.2 Determination of Candidate States For Every Node

For finding correspondences between cells across two segmented slices IG and

IM , the graph is built on the slice IG following Sec. 3.3.1. Each node in the graph,

corresponding to each cell slice viG represents a random variable xi that can take a label

from the set Si
G which is the set of K closest segments in the slice IM around the point

ciG, the centroid of viG on IG. Therefore,

Si
G = {si1, si2, · · · siK} (3.5)
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T 

T+1 

(A) (B) 

Figure 3.4: Cell Division Detection. (A) Two segmented image slices one time point
apart. (B) The ellipses in image at T mark the parent cell that have undergone divisions
between time points T and T+1 and those at time point T+1 mark the children cells
after division.

where, sik ∈ VM ∀k = 1, 2, · · ·K and

||cs
i
1
M − ciG|| ≤ ||c

si2
M − ciG|| · · · ||c

siK
M − ciG||

≤ ||c
sij
M − ciG|| ∀ j ∈ {1, 2, · · ·NM}, j /∈ Si

G (3.6)

We can safely assume that the actual tracked cell slice in IM would be amongst

the K closest cells, as IG and IM are already registered.

Now, we add an additional label si0 to the candidate set Si
G that represents

the case where the cell slice viG is not imaged in the slice IM . Thus, the complete set of

candidate states becomes

Si
G = {si0, si1, · · · siK}. (3.7)

For the datasets under study in this thesis, cells are tightly packed and the neighboring

cells share common boundaries. However, for experimentation with other datasets,

where the cells are generally not compactly arranged, this set can be represented as

N(viG) = {vjG s.t. ||ciG − cjG||2 ≤ th}, (3.8)

49



where ciG and cjG are the centroids of viG and vjG respectively. th is a displacement

threshold that can be learned from a set of training images as a constant (say 1.5) times

the maximum displacement observed between a cell and its match in pairs of images.

Note that this value can vary across different datasets.

3.3.3 Cell Division Detection

To detect cell divisions before forming the graph gG in temporal tracking, we

first compute the candidate sets Ci
G in IM for a segmented cell slice ωi

G ∈ ΩG following

similar method as in Eqn. 3.6. Next we form all possible pairs of the candidate cells

from Ci
G that share a boundary as in

Di
G =

{
(cdip, cd

i
q) s.t. cd

i
p ∈ N(cdiq) and cdip, cd

i
q ∈ Ci

G

}
. (3.9)

Now, if the cell ωi
G has divided into two children cells cdip and cdiq, then ideally the shape

of ωi
G should be very similar to the combined shape of cdip and cdiq, taken together (i.e.

to the shape of cdip ∪ cdiq) and each of cdip and cdiq would be approximately half the size

of ωi
G. Motivated by this physical property associated with cell division, we compute

a Modified Hausdorff Distance (MHD) metric to estimate the shape similarity between

b(ωi
G) and b(cdip∪ cdiq), where b is the set of boundary points on a shape, when the point

coordinates are recomputed with respect to the shape centroid. With these, we compute

a set of distances as

d(ωi
G, D

i
G) =

1

t1
MHD(b(ωi

G), b(cdip∪cdiq)) +
1

t2

[∣∣∣∣∣12 − area(cdip)

area(ωi
G)

∣∣∣∣∣ +

∣∣∣∣∣12 − area(cdiq)

area(ωi
G)

∣∣∣∣∣
]

(3.10)

If min d(ωi
G, D

i
G) ≤ 1, then it is inferred that the cell ωi

G has divided into a

pair of cells (cdip, cd
i
q) for which this minimum is obtained. The values of the parameters

t1 and t2 are learnt from a training image set and the details of parameter learning is
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Figure 3.5: Shape descriptor for individual cells. Cell 41 at time point T has cells 26,
39 and 44 as candidates for correspondence at time T+1. The correct correspondence
for 41 at T is 39 at T+1. In the left column of figure, the correct correspondence is
shown in green arrow whereas the the incorrect ones are shown in red. Shape histogram
descriptors are computed for each cell following the method described in Sec. 3.3.5. As
expected, the histogram for 41 at T is similar to that of 39 at T+1 and the descriptors
for the other two candidate cells are very different.

described in Sec. 3.5.4.

Once the cell division events are detected for one or more cells in IG, the graph

gG is constructed using the methods described in Sec. 3.3.1 and 3.3.2 after eliminating the

parents undergoing division and the divided children cells from ΩG and ΩM respectively

and forming VG and VM .

3.3.4 Conditional Random Field Modeling

Let the set of random variables associated with viG be X = {x1, x2, · · ·xNG},

which are to be estimated given the observation IM . These random variables correspond

to the state of each node in the graph and the support for each of these variables is the

candidate set as discussed in Sec. 3.3.2.

51



Then the overall CRF is expressed as

P (X;O) = exp (−E(X;O))/Z

= exp

− ∑
c∈clq(X)

Ec(X;O)

/Z, (3.11)

where Z is the partition function and E is the energy function defined on all the cliques

of the graph, which can be further split into individual nodes and edges as

E(X;O) =

NG∑
i=1

Ei (xi;O) +

NG∑
i=1

∑
j:vjG∈N(viG)

Eij(xi, xj ;O). (3.12)

Then,

P (X;O) =
1

Z

NG∏
i=1

exp (−Ei(xi;O)) ·∏
(i,j)

: vjG∈N(viG)

exp (−Ei,j(xi, xj ;O))

=
1

Z

NG∏
i=1

φi(xi;O) ·∏
(i,j)

: vjG∈N(viG)

ψi,j(xi, xj ;O) (3.13)

Here φi represents the node potential of any node viG in gG, and ψij is the edge

potential from node viG to node vjG. If we are only interested in tracking cells between any

two image slices, we have to maximize P (X;O) to estimate the optimal states for every

node. Towards that objective, we first estimate the approximate marginal distributions

P (xi;O) at each node using belief-propagation scheme as described later. The optimal

states that maximize the posterior distribution could be then estimated by maximizing

the marginals independently.

52



3.3.5 Computation of Observation/Node Potential:

The node potential is defined on every node of the graph, which is the likelihood

on the label taken by a node belonging to VG, given the observation O. It is analogous

to the probability distribution of any node viG being assigned to each of its candidate

states. This distribution is computed independently for each node based on its shape

similarities and proximities in location of its centroid from each of its candidates.

For measuring similarities between cell shapes, we generate a shape histogram

descriptor for each of the cells, which is very similar to one of the methods described

in [2]. First we recompute co-ordinates of a cell’s peripheral points by shifting the origin

to the cell’s centroid. Next, we partition the x-y plane into 8 angular sectors centered

at the origin and compute the mean Euclidean distances of the peripheral points falling

into each of these partitions from the origin. The set of these distances forms a 8 bin

histogram descriptor for the shape of a cell, the angular sectors being sorted counter

clockwise from x-axis. Note that, unlike the classical shape histograms of this sort [2],

we compute mean distances from each sector instead of counting the number of points,

as the latter gives us scale invariance and may lead to a high match score between a

legitimate cell and a small region generated by over-segmentation on noisy images. Some

sample descriptors of a cell and its candidates for correspondence are given in Fig. 3.5.

Let the shape histogram associated with the cell slice viG be hiG and that with

the candidate slice sij be hjM (as sij ∈ VM ). We computed the K-L divergence (KLD)

between hiG and hjM which gives us a distance measure between these two cell slices and

suppose it is represented as di1

(
viG, s

i
j

)
,

di1
(
viG, s

i
j

)
= KLD

(
hiG, h

j
M

)
. (3.14)

We also compute the distances between the centroids of a cell slice in IG and
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each of its candidates in IM and the distance is given by,

di2
(
viG, s

i
j

)
= ‖c

sij
M − ciG‖2 . (3.15)

Hence, the overall distance between a cell slice viG and one of its candidates

v
sij
M is expressed as a combination of normalized d1 and d2 as

di
(
viG, s

i
j

)
= w

di1
λ1

+ (1− w)
di2
λ2
, 0 ≤ w ≤ 1 . (3.16)

The corresponding node potential for each node is

φi
(
xi = sij ;O

)
= exp

(
−di(viG, sij)

)
∀j = 1, 2 · · ·K (3.17)

and

φi
(
xi = si0;O

)
= 1−max

j

{
φi
(
xi = sij ;O

)
, j = 1, 2, · · ·K

}
(3.18)

The normalization parameters λ1 and λ2 (in Eqn. 3.16) are learnt from a training dataset.

See Sec. 3.5.4 for details on parameter estimation.

3.3.6 Computation of Spatial Context/Edge Potential:

This potential function is defined on edges connecting pairs of neighboring

nodes and is representative of the conditional distribution P (xj |xi,O). The computation

of the potential function depends on the fact that if two neighboring cells viG and vjG

are tracked to two cell slices vpM and vqM , then the relative position of vjG with respect

to viG should be very similar to that of vqM and vpM . As a result, if viG is tracked to vpM

then the probability that vjG corresponds to vqM gets boosted if

cjG − ciG ≈ cqM − cpM , (3.19)

where ciG, c
j
G, c

p
M , c

q
M be the centroids of viG, v

j
G, v

p
M , v

q
M respectively.
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Clearly, the additional evidences for matching two cell slices in IG and IM

comes in the form of local neighbourhood structure based contextual information.

Thus, the contextual transition potentials between any two nodes viG and vjG

taking non-zero states can be expressed as a function of the shift between the relative

positions of those nodes

ψi,j

(
xi = sip, xj = sjq;O

)
= exp

{
−γ‖(cjG − ciG)− (c

sjq
M − c

sip
M )‖2

}
(3.20)

∀p, q = 1, 2, · · ·K, where sip ∈ Si
G, s

j
q ∈ Sj

G and i, j 6= 0.

Now, in both spatial and temporal tracking, there is one more state si0 for every

node i that corresponds to the case that the particular cell is not imaged in the successive

slice (spatial or temporal). Thus, the transition potentials must also incorporate the case

where one of the cells is not tracked and its neighboring cell is matched to one of the

cells in the next slice or not matched to any cell and vice versa. Incorporating these

values, the complete edge potential function between any two neighboring nodes viG and

vjG would be

ψi,j

(
xi = si0, xj = sjq;O

)
=

1

K + 1
∀q = 0, 1, · · ·K . (3.21)

This corresponds to the case when viG is not matched to any cell in IM . When both the

cells viG and vjG have correspondences in the subsequent spatial or temporal image IM ,

ψi,j

(
xi = sip, xj = sjq;O

)
= exp

{
−γ‖(cjG − ciG) − (c

sjq
M − c

sip
M )‖2

}
, (3.22)

for p, q 6= 0.

Finally, when viG has a match in the next spatial or temporal image slice IM ,

but its neighbour vjG does not, then the corresponding edge potential entries become

ψi,j

(
xi = sip, xj = sj0;O

)
= 1−max

q

{
ψi,j

(
xi = sip, xj = sjq;O

)
, q = 1, 2, · · ·K

}
(3.23)

55



for p 6= 0.

3.3.7 Loopy Belief Propagation: Estimation of Marginals

The next step involves the computation of the marginal probability distribu-

tions for the states xi of each node viG ∈ VG, given the observations O. For computation

of the marginals at each node, we choose to use a very popular local message-passing

algorithm known as Belief Propagation (BP) [77]. Since there are many loops or cycles

in our graph, the algorithm is called a Loopy Belief Propagation (LBP). This is an it-

erative algorithm and at lth iteration, each node viG computes a message to be sent to

each of its neighbors and the message sent to vjG ∈ N(viG), according to the popular

Sum-Product algorithm [52], is,

m
(l)
i,j(xj) = α

∑
xi

ψi,j(xi, xj ;O)φi(xi;O)
∏

xk:vkG∈N(viG)\vjG

m
(l−1)
k,i (xi)

 (3.24)

where α is a normalizing constant. Note that the updation strategy employed here is

parallel, i.e. all the edges in the CRF are updated simultaneously in each iteration.

Also, at each iteration l, each node viG produces an approximate marginal

distribution

P (l)(xi;O) = αφi(xi;O)
∏

xj :vjG∈N(viG)

m
(l)
j,i(xi) (3.25)

For a tree type graph, these approximate marginal distributions are guaranteed to con-

verge to the true marginals, but for a graph as ours that contains multiple loops there is

no guarantee of convergence of the LBP [90]. However, in literature, such as [71], LBP

has shown very good empirical performance and in most of our experiments the method

converged very quickly.
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3.4 Optimal Data Association: Combining Spatial and Tem-

poral Cell Tracking and Resolving Association Ambi-

guities Through NCDA

Once the marginal posterior distribution for every cell is computed via LBP,

the next step is to infer the optimal states for individual cells (candidates) from these

computed marginals. If tracking is performed along either of the two dimensions ‘z’ or

‘t’, the MAP estimates on these marginals would give us the optimal correspondences,

i.e.

x̂i = argxi
max P (L)(xi;O) (3.26)

where L being the iteration when LBP converges and this optimum state corresponds

to either the ‘no-match’ case or a specific cell in IM .

However, when the tracking problem is multidimensional in nature, optimal or

unambiguous tracking result may not be attained by simply maximizing the marginals

between every spatially/temporally consecutive image slices. Spatial and temporal corre-

spondences obtained by choosing the most similar candidate for each cell independently

between every pair of images might not conform to one another and in turn, can lead to

infeasible spatio-temporal mappings. It can be noted that in spatio-temporal tracking,

multiple paths of correspondences may exist between cells from any two image slices and

all these paths must point to the same correspondence maps between individual cells.

Therefore, the objective is to obtain network consistent associations between the 2D cell

slices in the entire spatio-temporal image stack using the similarity scores generated via

previous method and the NCDA method, presented in the last chapter, is utilized for

that purpose.
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Following the NCDA problem formulation, each 2D image slice (containing

a cluster of tightly packed cell slices) is treated as a ‘group’ and individual 2D cells

on these slices are the nodes. Also, for any given image slice, similarity scores are

computed only to its immediate spatio-temporal neighboring slices (i.e. slice above,

slice below, slice at same ‘z’ at previous time point and the same at next time point).

This architecture yields a network of image slices (groups) that can be exhaustively

covered using quartets of groups. Fig. 3.9(A) shows one such quartet in a large network.

Following similar notations for nodes and groups as those in the last chapter, the loop

constraints for this problem are,

xp,qi,j ≥ x
p,r
i,k + xr,sk,l + xs,ql,j − 2

∀ i = [1, · · ·np], ∀ j = [1, · · ·nq]

∀ k = [1, · · ·nr], ∀ l = [1, · · ·ns]

∀ p, q, r, s = [1, · · ·m], and p < r < s < q

(3.27)

Here, i, j, k, l are 2D cell segments on the pth, qth, rth and sth image in the stack re-

spectively. Using the marginal posteriors as similarity scores between a cell slice to its

spatial/temporal candidates, we further run the NCDA for generating complete optimal

4D spatio-temporal correspondences between 2D cell slices. As the number of 2D cell

slices widely vary across spatial/temporal cross-sections, the generalized NCDA problem

in Eqn. 2.11 is used to generate the tracking results.

58



3.5 Experiments and Results

3.5.1 Data Collection and Preprocessing

For the experiments performed in the present study, the 3D structures of the

tissues are imaged using single-photon confocal laser scanning microscope and we have

specially dealt with the ‘Shoot Apical Meristem’ (SAM) of the plants that showcase all

the challenges associated with any spatio-temporal cell tracking problem in a tightly

packed multilayer tissue. The SAM of Arabidopsis Thaliana consists of approximately

500 cells and they are organized into multiple cell layers that are clonally distinct from

one another. By changing the depth of the focal plane, CLSM can provide in-focus

images from various depths of the specimen. To make the cells visible under laser,

fluorescent dyes are used. The set of images, thus obtained at each time point, constitute

a 3-D stack, also known as the ‘Z-stack’. Each Z-stack is imaged at a certain time interval

(e.g. 3-6 hours between successive observations) and it is comprised of a series of optical

cross sections of SAMs that are separated by approx. 1.5-2 µm. A standard shoot

apical meristematic cell has a diameter of about 5 - 6 µm and hence in most cases, a

single cell is not visible in more than 3-4 slices when the tissue is sparsely imaged at the

aforementioned z-resolution to avoid photodynamic damage to the cells.

Each 2D image slice in the 4D confocal image stack is further segmented into in-

dividual cell slices. The choice of the 2D segmentation algorithm is largely data-specific.

For our experiments on the SAM tissues, we use an adaptive Watershed segmentation

method [69] that learns the ‘h-minima’ threshold directly from the image data so that a

uniformity in cell sizes is maintained as a result of the segmentation. This method works

satisfactorily for SAM cells as, in general, all SAM cells on a 2D confocal slice have sim-

ilar sizes. This 2D segmentation method is also robust to over and under-segmentation
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(A) 

(B) 

t 

Figure 3.6: Results on the temporal tracking on Arabidopsis SAM live imaging dataset
with time resolution of 3 hours. (A) Raw confocal image slices at 3 µm deep into the
tissue imaged every 3 hours from 3rd hour of observation to 18th hour. (B) Temporal
tracking result shown by color coding the cells. The same cells are marked with the
same color. After cell division, the children cells are marked with the same color as
their parent, also a red dot is put at the center of each of the children.

errors to a large extent.

The image slices in one single 3D confocal stack is already registered because

of minimal movement of the tissue specimen during imaging at any given time point of

observation. However, during successive observations the specimen is moved in and out

of the imaging setup which causes rotation and shift of the imaged 3D stack from that

at the previous time point. Thus, the image slices in successive time points have to be

registered prior to the cell-tracking. We register the cell slices across time between any

two confocal images of the tissue using a ‘local graph’ based registration technique [68].

This is a fully automated landmark based registration method that finds out correspon-

dences between the two image slices and utilizes these correspondences (landmarks) to

register one image to the other.
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Figure 3.7: Results on the temporal tracking on Arabidopsis SAM live imaging dataset
where the images are collected through three days with time resolution of 6 hours be-
tween successive observations. Tracking result is shown by color coding the cells. The
cell division events are also detected with perfect accuracy and are displayed on this
figure the same way as Fig. 3.6.

3.5.2 Pairwise/Slice to Slice Tracking Results

In the first part of the results, we analyze the performance of the CRF based

similarity score generation method on pairs of images. Note that, the message passing

scheme yields marginal posteriors for every cell over its candidate set. Now, even before

applying NCDA for generating 4D tracking results, MAP estimates on these posteriors

would give us tracks of cells if only spatial or temporal tracking is performed.

Fig. 3.6 shows a typically obtained result for temporal tracking. Fig. 3.6(A)

shows raw confocal image slices at a depth of 3µm from the tip of SAM through six

consecutive time points (3rd to 18th hours), each observed every three hours. Although

the images are registered, because of the growth of the cells in the tissue there are local

shifts in the cells’ positions, which make the task of temporal tracking more challenging.

The segmentation and tracking results for these slices are shown in Fig. 3.6(B), where

the slices of one cell across different time points are marked with the same color. We

have also marked the 12 cell division events detected by the tracker on the same images.

The children cells are marked with red dots and they share the same color with their
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Table 3.1: Tracking Result Summary

TP FP TN FN

Spatial 86% 0.25% 12.13% 1.62%

Temporal 83% 0% 14.66% 2.34%

Division 31/33 0 - 2/33

parent cell.

To evaluate the accuracy of the tracker in the situations where the temporal

resolution is small, i.e., the 3D stacks are imaged after large time gaps, we tested the

proposed tracker on a temporal stack where the imaging is done every 6 hours. With

a longer gap between observations, the deformation of the cells in the tissue is even

more visible, which results in larger shifts between centroid locations of the same cell in

successive time points. Moreover, there are more number of cell division events which

makes the temporal tracking problem even more challenging. Because of the robustness

of the proposed method, we obtain highly accurate temporal tracking results as seen

in Fig. 3.7. We also show that our method is capable of maintaining tracks for long

duration (66 hours as shown in the figure) and it detected all legitimate cell division

events.

The pairwise tracking result on an Arabidopsis SAM dataset (12 time points,

each 3 hours apart and 7 slices at each time point) is summarized quantitatively in

Table 3.1. TP corresponds to the cases where two cell slices are correctly matched

either in space or time. When cell slices from two different cells are incorrectly matched

together, it falls under FP. When the tracker fails to pick up a correct correspondence,

it is represented by FN and its opposite case is tabulated under TN.
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Figure 3.8: Comparison of the spatial tracking results as obtained from the proposed
method with the results from [65] and a baseline tracker. The results are shown on a set
of four spatially sampled image slices from a 3D image stack of Arabidopsis SAM. The
tracking results are shown using similar color-coding as in the previous figures and the
locations of errors in tracking are marked by white arrows. (A) The results obtained
by using the baseline tracker contain many errors as it is designed on local cell shape
features and the cell shapes even from a close neighborhood can be very stereotypical.
(B) Results obtained by using [65] are much better in accuracy but still contain a number
of FP, FN and switched tracks. (C) The proposed method performs the best out of these
three with very few errors and no track switching.
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We have compared the CRF based pairwise tracking method with the ‘local-

graph’ based cell tracker [65] and also with a baseline tracker. In order to show the

improvements in tracking accuracy using contextual information, we designed the base-

line tracker on the same local cell shape features as used to compute the node potentials

in Sec. 3.3.5 and the tracker associates cell slices across images using ‘Hungarian al-

gorithm’. Also, if any associated pair of cells have a feature distance larger than a

predefined threshold, the track is terminated and re-initialized. Fig. 3.8(A) shows the

tracking result by using this baseline tracker on four spatially sampled image slices

from a 3D image stack. A number of wrong associations are marked by white arrows.

Fig. 3.8(B) and Fig. 3.8(C) shows tracking results on the same images for [65] and the

CRF based method respectively. The baseline tracker generates many wrong associa-

tions because the cell shapes are often very similar even in a close neighborhood. The

tracker proposed in [65] performs much better than the baseline tracker and the errors

comprise of both false-positives and false-negatives along with a number of switched

tracks. The pairwise tracking method, presented in this chapter, however, performs the

best as the errors obtained are much fewer in numbers than both [65] and the base-

line and therefore validates the fact that the local contextual information indeed aids

spatio-temporal cell tracking for tightly packed multilayer tissues.

3.5.3 Analysis of 4D Tracking on Spatio-temporal Image Stack: Effect

of NCDA

The effect of NCDA towards improvement of spatio-temporal tracking results

is shown in Fig. 3.9. In Fig. 3.9(A), a sample 2X2 block of images of Arabidopsis

SAM is shown, which contains two spatially neighboring image slices at each of two
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Figure 3.9: Effect of the NCDA towards improvement of spatio-temporal tracking re-
sults. (A) The figure shows a spatio-temporal 2X2 block of confocal images. Pairwise
assignments between cells in spatial or temporal pairs of images are obtained by perform-
ing MAP inference on graphs formed on every image slice. Infeasible 4D assignments
are observed when these pairwise associations are combined over the stack. Examples
of such infeasibilities are shown for three cell slices. The solid arrows represent correct
associations between cell slices and the broken arrows depict no association which is in-
correct and cause the infeasibility. Our proposed data association approach establishes
consistency in association and corrects these errors. (B) Similar results are observed in
a 2X3 confocal stack. False negatives in pairwise spatial or temporal tracking results
are rectified using NCDA.
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consecutive time points of observation. Pairs of image slices are chosen and CRFs

are formed for each of the pairs (I11 − I12, I12 − I22, I21 − I22 and I11 − I21). Now,

marginal posteriors are estimated using LBP and MAP inferences are drawn to generate

pairwise correspondences. When these pairwise associations are combined together,

spatio-temporally infeasible associations are observed for a number of cells. For example,

correct associations are found between cell 15 in I11 and cell 20 in I12, cell 20 in I12 and

cell 25 in I22, cell 25 in I22 and cell 18 in I21. Therefore, for spatio-temporal feasibility,

cell 15 in I11 and cell 18 in I21 must also be associated. However, according to the

aforementioned MAP inference, no associations for cell cell 15 from I11 is found in I21.

Similar infeasibilities are observed for cells 3 and 44 in I11. The network consistent data

association technique, when applied on the previously computed marginal posteriors for

pairs of images, corrects these infeasibilities and establishes the associations.

Fig. 3.9(B) shows similar results on a 2X3 confocal image stack. As before,

correct associations obtained using MAP inference on the graphs are shown in solid

arrows. The false negatives are shown using broken arrows, which are further corrected

using the application of NCDA (by enforcing the loop constraints on the corresponding

quartets). Note that the NCDA method can correct a false negative irrespective of its

appearance in spatial or temporal tracking in the 4D stack.

Although the number of network inconsistencies may seem a small (3 in the

2X2 stack and 4 in 2X3 stack) percentage of the total number of cells, it is of utmost

importance that each such error is rectified. A few inconsistencies per slice may add

up to a large number of errors in a typical confocal stack consisting of thousands of 2D

cell slices. Moreover, a tracking error not only affects the corresponding cell lineage,

but may also affect the tracking accuracies for a number of its neighbors in the tightly
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Figure 3.10: Results showing combined spatio-temporal tracking on Arabidopsis SAM
dataset. A number of cells are tracked across four time points of observation
(12th, 15th, 18th and 21st hours). Three image slices are sampled from the 3D stack
at each time point (at 3 µm, 4.5 µm and 6 µm respectively). Cell slices corresponding
to the same cell across space and time are marked with the same color. Cell divisions are
also detected and the children cells having the same colors as their parents are marked
with red dots.
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packed multilayer tissue.

Results on complete spatio-temporal tracking are shown in Fig. 3.10. We sam-

ple three consecutive spatial slices from confocal stacks at 4 different time points (at

12th, 15th, 18th and 21st hours of observation) and the tracking result for them are shown

using color coding. It can be observed that slices of new cells appear as we go deeper

into the tissue and as expected, they are not matched to any cell from the slice above.

3.5.4 Learning the Model Parameters

In this section, we describe how are the different parameters associated with

the pairwise cell tracking model set. We use manually ground-truthed correspondences

in a subset of the data as our training set to learn the best set of values for different

parameters and the same set of learned parameter values are used for all the experimental

results shown in this chapter. The parameters used in the cell division detection method

(see Sec. 3.3.3) are learned independently from the CRF parameters. For each of the

parameters, we first choose a range for the parameter value and then uniformly sample a

number of values from within that range. Now, we generate combined sets of parameter

values using every possible combination. Finally, on the training dataset, the best set

of parameters out of all such candidates is selected using a 5-fold cross validation. The

aforementioned ranges of different parameter values are fixed by observing the variation

in cell division detection and tracking errors when each of these individual parameters

are changed and then obtaining an optimal range for each parameter.

Fig. 3.11 shows the variations of cell division detection error with the parame-

ters t1 and t2 (Eqn. 3.10) on a training image set. In Fig. 3.11(A) the cell division area

parameter (t2 in Eqn. 3.10) is varied when the shape parameter t1 is kept constant at
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(A) (B) 

Figure 3.11: Variation of cell division detection error with the parameters t1 and t2
(Eqn. 3.10) on a training image set. (A) The cell division area parameter (t2 in Eqn. 3.10)
is varied with the shape parameter t1 is kept constant at a large value (106). The optimal
region corresponding to the lowest cell division detection error is within the two vertical
lines. (B) With the parameter t2 being fixed at a large value 106, the shape parameter
t1 (see Eqn. 3.10) is varied independently over a range. As before, the optimal range is
within the two vertical lines on the figure.

a large value (106) to minimize the effect of the cell shape distance measure over cell

division detection accuracy. There are 8 legitimate cell division events in this training

dataset. The optimal region corresponding to the lowest cell division detection error is

within the two vertical lines shown in the figure and any value within this region would

yield the lowest cell division detection error. If the parameter t2 is decreased below this

optimal range, the number of detected cell divisions decreases. This leads to increase

in false negatives. For choice of parameters greater than those in the optimal region,

false positive cell division detection error increases. Similarly, with the parameter t2

being fixed at a large value 106 (to minimize the effect of the cell area based distance

measure), the shape parameter t1 (see Eqn. 3.10) is varied independently over a range

and the dynamics of cell division detection errors is observed in Fig. 3.11(B). As before,

the optimal range is within the two vertical lines on the figure. The variation of cell

division detection error with t1 shows a very similar trend to that of t2, as with decrease
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Figure 3.12: Variation of tracking errors with edge and node potential parameters on a
training dataset. (A) Tracking error rate is plotted against log10γ (edge potential) and
an optimal choice of γ can be 1

8 . (B) Variation of tracking error with node potential
parameter λ2 is shown. The optimal range of λ2 can be chosen as [0.01 10]. (C) Variation
of tracking error with node potential parameter λ1 is observed when λ2 is fixed at 0.01.

in t1 below the optimal region, the number of false negatives increases and with increase

in t1 above the optimal values, more and more false cell division events are detected,

thereby rapidly increasing the cell division detection error.

Fig. 3.12(A) shows the variation in cell tracking error in a training image stack

with change in the edge potential parameter γ. As γ is varied over a very large range, the

tracking error is plotted against log10γ. As γ is decreased rapidly (in the range of 0.01 to

0.001), edge potential values get closer to 1 uniformly for both true and false associations

(Eqn. 3.20), as well as the edge potential value for the no-match case becomes close to

0 (Eqn. 3.23). This results in a large increase in false positives (both ID switches and

forced matching different cells). For large values of γ, the potential function value for

the no-match case can get close to 1, even when there are legal matches available and

this results in an increase in false negatives. Between these two extremes, the optimal

range of values for γ can be found (around 0.1, as seen in Fig. 3.12(A)).

Variation in tracking error with change in the node potential parameters is

shown in Fig. 3.12(B-C). λ2 is varied over a wide range and the variation in tracking
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error is observed in Fig. 3.12(B). For a very low value(in the range of 10−3 to 10−4) of

λ2, the node potential for the no-match state can be as high as 1 and resultingly, most

of the cells will not have any association to the target image slice. This will rapidly

increase the number of false negatives. Again, with a large value of λ2, the number of

false positives will be large. The optimal range of λ2, therefore, lies within these extreme

values (such as 0.01 to 10 in Fig. 3.12(B)). If λ2 is fixed at an optimal value (0.01), then

the variation of tracking error with λ1 can be observed in Fig. 3.12(C). Note that, now

the node potential weight w (Eqn. 3.16) is chosen as 0.5. The optimal range for λ1 can

be chosen in the range of ten (say, 10 to 40).

Once the optimal ranges for the parameters are estimated, the best parameter

values can be obtained via cross validation over multiple sets of parameters sampled

from these optimal ranges.

3.5.5 Discussion on the Limitations of the Proposed Method

The accuracy of the proposed cell tracking method depends on spatio-temporal

registration of the image slices in the 4D stack. The parameters of the tracker can be

tuned in order to account for some error in registration but for major transformations

across image slices, the tracker would not work satisfactorily. As we have shown in

our experiments, the tracker can handle moderate deformations of the growing cells.

However, if the deformation changes both the nominal shape of individual cells as well

as the topology of their local neighborhood, it becomes more challenging and in some

cases leads to failure of the tracker. Likewise, this present tracking algorithm is not

designed to handle large displacements or motions of individual cells, but it can still

provide good tracking accuracy as long as the local neighborhood structure around a

cell is not jeopardized.
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3.6 Conclusion

In this chapter, we have presented a method for automatically tracking in-

dividual cells in spatio-temporal image stacks of closely packed developing multilayer

tissues. We observed that cells in a close cluster in the tissue can have very similar

image features and hence we leveraged upon the local spatial geometric structure and

topology of the relative positions of the neighboring cells to generate robust similarity

measures between 2D cell segments in different spatio-temporal image slices in presence

of imaging noise. We have also shown how to detect cell divisions prior to temporal

tracking in order to find out the proper terminating point of individual cell lineages.

Finally, we have provided a strategy to optimally and feasibly combine the spatial and

temporal similarity measures between cell slices via the previously introduced NCDA

method to generate a complete 4D spatio-temporal tracking result. Experiments were

conducted on confocal live-imaging stacks Arabidopsis SAM and the results indicate the

high tracking accuracy obtained through the method presented. We also show how er-

rors in tracking can be corrected by establishing network consistency using the proposed

NCDA.
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Chapter 4

Adaptive Geometric Tessellation

for Cell-resolution 3D

Reconstruction

4.1 Introduction

For quantitative understanding of morphogenesis in a plant or animal tissue,

statistics on rates and patterns of cellular deformation could play a critical role. As

explained in the previous chapter, novel cell resolution imaging techniques and image

analysis tools are being developed towards this goal. Live cell imaging is a class of

microscopy, where the same living cells are observed and imaged at regular time in-

tervals over several hours to monitor their motion or displacement and to visualize cell

growth and division dynamics. A typical image processing and analysis pipeline for high

throughput, quantitative analysis of these large volumes of data consists of a number of

fundamental components. We have presented one such image analysis component, viz.,
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the spatio-temporal cell tracker, in Chapter 3. In the present chapter, we shall describe

a cell resolution 3D reconstruction method for densely packed multilayer tissues that

exploits the cellular lineages estimated through the tracking module. Estimation of cell

shape and volumes as a function of time is most fundamental to understanding of the

growth process. Due to the large quantity of data collected during the growth of a tis-

sue, automated computational methods for robust estimation of 3D cell structures and

cell volumes are absolutely necessary in order to obtain statistically significant results

of these growth parameters.

Inspite of the extreme usefulness of CLSM based live cell imaging for analysing

such tissue structures, there are number of technical challenges associated with this

imaging technique that make the problem of cell shape estimation non-trivial. Some

of these challenges were discussed in the last chapter while presenting the cell tracking

framework. To keep the cells alive and growing, we have to limit the laser radiation

exposure to the specimen, i.e., if dense samples in one time point are collected, it is

highly unlikely that we will be able to get time lapse images as the specimen will not

continue to grow in time due to high radiation exposure. Therefore the number of slices

in which a cell is imaged is often very low (2-4 slices per cell). Again, the fluorescent

signal fades as we image the deeper layers of the tissue, thereby bringing in the problem

of very low SNR in parts of the confocal image stack.

Please note that in some cases, a two-photon excitation microscopy or light

sheet microscopy can be better choices for live-cell imaging for more efficient light de-

tection and less photo-bleaching effect. But, a large number of data sets exist that are

imaged using CLSM or exhibit the characteristic of our data and our method can be

useful in analyzing them. We have found that two photon excitation is toxic to SAM

cells than the single photon CLSM and since the SAM is surrounded by several devel-
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oping flower buds, the side ward excitation may not be possible. Also, by designing

an image-analysis method that is capable of handling the worse quality data, we can

ensure that same or better accuracy can be achieved on a data-set having superior im-

age quality and resolution. Thus, from an image analysis perspective, we are looking

at a very challenging problem where we want to obtain a 3D surface reconstruction

of arbitrary cell shapes from a set of very sparsely sampled data points in presence of

unavoidable imaging noise. Also, the reconstruction pipeline must be fully automated.

In most cases, manual analysis (which has been the trend) is usually extremely tedious

and, often, only provides qualitative trends in the data rather than precise quantitative

models.

4.1.1 Contributions of the Present Work:

In this study, we have looked at the problem of 3D reconstruction of a tightly

packed multi-layer tissue from its Z-sparse confocal image slices. As a special example,

in this paper we have proposed a novel, fully automated cell resolution 3D reconstruc-

tion framework for Shoot Apical Meristem (SAM) of Arabidopsis Thaliana. SAM, also

referred to as the stem cell niche, is a very important part of a plant body plan because

it supplies cells for all the above ground plant parts such as leaves, branches and stem.

A typical Arabidopsis SAM is a densely packed multi layered cell cluster consisting of

about five hundred cells where the cell layers are clonally distinct from one another.

The tight tessellation of cells in SAM enabled us to estimate the 3D structure of indi-

vidual cells using the slice information of the cell as well as that of its nearest neighbors.

The 3D estimation is based on prior geometrical tessellation models, the parameters for

which are estimated from the sparse image data to hand and then this model is used to

partition the 3D SAM structure into individual cellular regions.
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Being motivated by the methods in [67, 38], we first assume a ‘Voronoi’ tes-

sellation model based on Euclidean distance metric to segment/reconstruct the 3D cell

shapes. Through the results obtained on 3D sparse confocal stacks of SAM images we

show that this model yields a good approximation of cell shapes where the shapes and

sizes of the cells are uniform along all three axes of the cells and the major axes of

growth of the neighbouring cells are isotropic. But, in practice, this is not always the

case and the cells can have very anisotropic shape and growth, even in a close neigh-

borhood. In such cases, the Voronoi tessellation using the Euclidean distance fails to

generate accurate enough cell walls.

We, therefore, propose an anisotropic Voronoi tessellation defined on a quadratic

distance metric to capture the growth anisotropy of individual cells along all of their

axes. We show that the parameters of this metric can be estimated from the sparse

set of confocal image slices of the individual cells and the tessellation based on this

metric can provide very accurate 3D cell shapes as quadratic surfaces even in the case

of non-uniform cell shapes, sizes or growth along different cell axes. The tessellation,

named as the ‘Adaptive Quadratic Voronoi Tessellation’ (AQVT) and the 3D recon-

struction technique based on it, presented in this chapter, provide accurate enough 3D

reconstructed cell shapes and sizes in the SAM as validated through the experiments

in Sec. 4.4.2. We also show that the proposed anisotropic Voronoi tessellation (AQVT)

can also be applied on tissues, where the cell shapes in the tissue follow a standard

Euclidean distance based Voronoi tessellation.
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4.2 Overview of the Proposed Method

As mentioned earlier, the input to the cell resolution 3D reconstruction pipeline

is a set of segmented and spatially associated 2D cell slices from the confocal image

stack. The details on CLSM imaging technique and the resulting image data structure

are described in Sec. 3.5.1. In principle, any segmentation and tracking method can

be used for preprocessing the data, as the reconstruction method is independent of

the preprocessing steps we choose to employ. For segmentation we have preferred an

adaptive Watershed method [69] as it produces very accurate and realistic cell boundaries

for the SAM confocal data, even in presence of imaging noise. Please note that the

contribution of our method lies in the post segmentation and tracking stage though a

better segmented data is guaranteed to improve the performance of both the subsequent

tracking and 3D reconstruction modules. In order to find a cell’s correspondence across

multiple z-slices, we have used our context-aware cell tracker [15] presented in the last

chapter.

Once the sparse image slices are segmented and tracked to generate the initial

clustering of individual cell slices, the objective is to obtain full 3D reconstructions of

these cells. As explained above, for live imaging with frequent observations in time,

the number of slices in which a particular cell can be present is very small (e.g. 2-4

slices/cell). Unfortunately, the existing 3-D reconstruction methods are not capable of

handling such sparsity in data. Motivated by the physical structures of the cells, we

handle this issue by assuming a prior geometrical 3D tessellation model for the tissue, the

parameters of which is estimated to fit the given sparse set of segmented cross sectional

images.

In [67, 38], the authors have used a standard Voronoi tessellation technique
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to estimate the cell boundaries from the known information of the nucleus location for

individual cells. Motivated by their work, we first show how a Voronoi tessellation can be

fitted to our CLSM dataset which only have the partial cell wall information (Sec. 4.3.1.1,

Sec. 4.3.1.2). Unlike the dataset used in [67,38], we do not have the cell nuclei marked in

our dataset. The standard affine Voronoi tessellation is not always accurate enough to

reconstruct the cells in SAM as different cells in the tissue can have very diverse sizes as

well as the neighbouring cells might not have isotropic growth directions. This motivates

us to propose an anisotropic Voronoi tessellation model (Sec. 4.3.2) for the tissue, which

is also a generalization of the standard Affine Voronoi tessellation. We show how to

estimate the parameters (Sec. 4.3.2.1) of an anisotropic or quadratic distance function

for individual cells from the sparse data-points on the boundaries of these cells. The

proposed quadratic Voronoi tessellation approach, termed as the ‘Adaptive Quadratic

Voronoi Tessellation’ (AQVT) is then used to cluster a dense point cloud obtained from

within the estimated 3D surface of the SAM and thereby, to generate the final 3D shapes

of each individual cell (Sec. 4.3.2.2).

4.3 Detailed Methods: The 3D Reconstruction Frame-

work

4.3.1 Standard Voronoi Tessellation Based 3D Reconstruction

In this section, we introduce the standard Voronoi tessellation and briefly de-

scribe its properties. Then we present how the 3D cell structures can be reconstructed

as Euclidean distance based Voronoi regions.
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Figure 4.1: A schematic of Voronoi Tessellation and Estimated SAM cell centroids as
Voronoi sites. (A) A Voronoi diagram based on the Euclidean distance metric for twenty
one sites in 2D. The figures also show that the Voronoi edges are perpendicular to the
line joining any two neighbouring sites. AB, CD, EF are three of the Voronoi edges and
they are the perpendicular bisectors of X1X2, X3X4, X5X6 respectively. (B) Centroids
are estimated for around two hundred cells in a SAM tissue, which are also the sites of
Euclidean distance based Voronoi tessellation.

4.3.1.1 A Brief Overview of Voronoi Tessellation and its Properties

‘Voronoi Diagram’ is a geometric minimization diagram that splits its embed-

ding space into different non-overlapping regions. Each of these regions is characterized

by a generating point or an object also known as the ‘site’. All other points in each

of these regions are closer to the site in its region than to any other site in the entire

embedding space. The closeness of the points to the sites is computed using a distance

metric. There can be different types of sites ranging from a point, a line to any complex

geometric shape. Depending on the type of sites, the distance metric or the embed-

ding space, several different variations of the Voronoi diagram can be defined. Detailed

discussions on many of such variants can be found in [75,3, 11].

Based on the characteristic of site and distance function, the locus of the points

equidistant from two neighboring sites (also termed as the ‘bisectors’ or ‘edges’) can be
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hyperplanes or higher order hypersurfaces. We call the Voronoi diagrams with hyper-

plane bisectors as the ‘Affine Voronoi’ diagrams. The most common example of such an

affine diagram is the Voronoi diagram of points based on the Euclidean distance metric.

Let there be n point sites in a space Rd, and the set of all sites S be {s1, s2, · · · sn}.

The Voronoi regions associated with these sites are represented as V (s1), V (s2), · · · V (sn).

V (si) =
⋂

sj∈S,j 6=i

H(si, sj) (4.1)

where H(si, sj) is the half-plane defined by,

H(si, sj) =
{

x ∈ Rd | d(x, si) < d(x, sj)
}

(4.2)

The distance d(x, si) for a standard Voronoi diagram is the Euclidean distance

defined by

d(x, si) = ‖x − si‖2

Again, the set of all points on the bisector between two Voronoi regions V (si) and V (sj)

is given by,

B(si, sj) =
{

x ∈ Rd | ‖x− si‖2 = ‖x− sj‖2
}

(4.3)

Some of the properties of the Euclidean distance based Voronoi diagram with

point sites are as follows:

(1) The line joining any two Voronoi sites si and sj is always perpendicular to

the Voronoi bisector/edge B(si, sj),

(2) The perpendicular distances from si and sj to B(si, sj) are equal to one

another,

(3) Any point x ∈ V (si) would satisfy

‖x− si‖2 ≤ ‖x− sj‖2, ∀j ∈ {1, 2, · · · n}
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(4) The Voronoi regions, thus produced, are convex polyhedrons and can be

expressed as intersection of a finite number of open or closed half spaces.

In Fig. 4.1(A), we have shown some of the properties for a 2D Voronoi tessel-

lation with twenty one sites (X1, X2, X3 etc.). It can be observed that each of these

Voronoi regions is a convex polygon.

4.3.1.2 Voronoi Sites Estimation From Sparse Data

After segmentation and tracking, we are given a sparse set of 3D data-points

that lie on the boundary between the neighbouring cells. Our objective is to fit a

Voronoi tessellation to these data-points to obtain complete structures of individual

cells, represented as Voronoi polyhedrons in 3D. Therefore, ideally the sparse data-

points should lie on the bisectors between the neighbouring Voronoi regions. Given

a very sparse set of data-points on the bisectors as in the case of ‘Live cell imaging’,

the only way to reconstruct the Voronoi diagram is to first estimate the approximate

locations of Voronoi sites, from which the Voronoi edges/bisectors can then be computed.

Given a set of generating sites, the construction of the Voronoi diagram can be

done through several methods, the most popular of which being Fortune’s ‘sweep line’

algorithm. The inverse problem, i.e. to obtain the locations of the sites given the Voronoi

bisector, is, however, less studied in the literature. In [30], Evans et al. proposed a linear

least-square technique to estimate the Voronoi sites by fitting a Voronoi diagram over

a given tessellation pattern. Again, in [34], a number of algorithms have been proposed

to obtain the Voronoi sites given the vertices of the Voronoi polygons. But neither of

these methods is applicable to the sparse data that we have. These methods require the

knowledge of the complete structures of the Voronoi polyhedrons, which is precisely the

output that we are after. In fact, because of the extreme sparsity in our dataset, it is
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rather impossible to obtain unique estimates of the Voronoi sites for individual 3D cells.

In this situation, the knowledge about the physical structure of the SAM stem

cells helps us in obtaining approximate locations of the Voronoi sites, where each cell is

represented as a Voronoi region. In [38], the authors observed that the SAM cells can

be represented as Voronoi regions where the sites are located at the approximate centers

of the cell nuclei. This observation, along with the fact that the nucleus, located in the

central region of the cell, contributes to the majority of the size of a SAM cell motivates

us to devise a simple strategy to estimate the approximate site locations, even when the

nuclei are not imaged in the confocal image stack.

Given that the sparse set of points on the segmented and tracked slices of a

cell c are P
(c)
sparse (the 3D data-point set {(x(c)

sparse, y
(c)
sparse, z

(c)
sparse)}), the approximate

centroid location of the cell would be ŝc = [x̄
(c)
sparse, ȳ

(c)
sparse, z̄

(c)
sparse], where the elements

are the arithmetic means of {x(c)
sparse}, {y(c)

sparse} and {z(c)
sparse} respectively. Thus, ŝc is

also the estimated approximate location of the site corresponding to the Voronoi region

representing the cell c. The centroids for approximately 200 cells from a SAM tissue is

shown in Fig. 4.1(B).

Now, the next step would be to generate a dense point cloud sampled from

within the SAM structure and to cluster this dense set of 3D data-points into different

Voronoi regions (representing individual cells) based on the estimated locations of the

sites ŝc, c = 1, 2, · · ·C.

4.3.1.3 Generation of Dense Point Cloud to be Partitioned Into Cells: Global

Shape of SAM

At this stage, we estimate the 3D structure of the SAM by fitting a smooth

surface to its segmented contours. The surface fitting is done in two steps. In step
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Figure 4.2: Generation of the dense point cloud from within the reconstructed SAM
surface. (A) The SAM contours extracted from the confocal image stack using Level-
Set segmentation, (B) The SAM surface is reconstructed using linear interpolation on
a local neighbourhood of points on the SAM contours, (C) A very dense point cloud
is extracted from within the reconstructed SAM surface which is clustered using the
proposed reconstruction technique into individual cells.

one, the SAM boundary in every image slice is extracted using the ‘Level Set’ method

(Fig. 4.2(A)). A level set is a collection of points over which a function takes on a

constant value. We initialize a level set at the boundary of the image slice for each SAM

cross section, which behaves like an active contour and gradually shrinks towards the

boundary of the SAM. Let the set of points on the segmented SAM contours be PSAM

({xSAM , ySAM , zSAM}).

In the second step, we fit a surface on the segmented points PSAM . Assuming

that the surface can be represented in the form z = f (x, y) (where the function f

is unknown), our objective is to predict z at every point (x, y) on a densely sampled

rectangular grid of points bounded by
[
xSAM
min , ySAM

min , xSAM
max , y

SAM
max

]
. As the segmented

set of data points are extremely sparse, this prediction is done using a linear interpolation

on a local set of points on the grid around the point (x, y). As the value (z) for the point

(x, y) is approximated by a linear combination of the values at a few neighboring points

on the grid, the interpolation problem can be posed as a linear least-square estimation

problem. We also impose a smoothness constraint in this estimation by forcing the

first partial derivatives of the surface evaluated at neighboring points to be as close as
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possible. A MATLAB visualization [23] of the surface is shown in Fig. 4.2(B).

Once the SAM surface (SSAM ) is constructed, we uniformly sample a dense

set of 3D points (Pdense, a visualization can be found in Fig. 4.2(C)) such that every

point in Pdense must lie inside SSAM . Thus, Pdense = {x1,x2, · · ·xN} and the required

output from the proposed algorithm is a clustering of these dense data points into C

cells/clusters such that Pdense = {P̂ (1)
dense, P̂

(2)
dense, · · · P̂

(C)
dense} starting from the sparse set

of segmented and tracked points Psparse = {P (1)
sparse, P

(2)
sparse, · · ·P (C)

sparse} obtained from

the confocal slice images of individual cells.

4.3.1.4 Segmentation of the Dense Point Cloud Into Voronoi Cells

In this step, we partition the dense point cloud Pdense, obtained in the last

step, into C clusters based on the site locations Ŝ = {ŝc}, c = 1, 2, · · ·C, estimated in

Sec. 4.3.1.2.

The cth cell can be represented as a collection of dense data-points belonging

to the cth Voronoi region as

P̂
(c)
dense = {x ∈ Pdense | ‖x− ŝc‖2 ≤ ‖x− ŝk‖2 ∀k ∈ {1, 2, · · ·C}} (4.4)

Once the dense point cloud belonging to each Voronoi region is obtained, we can

construct convex polyhedrons with each of these dense point clusters (P̂
(1)
dense, · · · P̂

(C)
dense)

to obtain the cell resolution 3D reconstruction of SAM.

4.3.2 An Adaptive Quadratic Voronoi Tessellation (AQVT) for Non-

uniform Cell Sizes and Cell Growth Anisotropy

In a tissue like SAM, cells do not grow uniformly along all three axes (X,Y, Z).

In fact, most of the cells show a specific direction of growth. Again, neighboring cells
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in SAM, especially in the central region (CZ), are not likely to grow along the same

direction. Thus, even if a tessellation is initially an affine Voronoi diagram, it is not

likely to remain so after a few stages of growth. Such cases of non-uniform cell sizes and

anisotropic growth can be captured in a more generalized non-affine Voronoi tessellation

called the ‘Anisotropic Voronoi Diagrams’. In the most general form of such diagram

for point sites, the distance metric has a quadratic form with an additive weight [11].

Following similar notations used in previous sections, for a set of anisotropic

sites S = {s1, s2, · · · sn} in Rd, the anisotropic Voronoi region for a site si is given by,

VA(si) =
{

x ∈ Rd | dA(x, si) ≤ dA(x, sj) ∀j ∈ {1, 2, · · ·n}
}

(4.5)

where

dA(x, si) = (x− si)
TΣi(x− si) − ωi (4.6)

Σi is a d x d positive definite symmetric matrix associated with the site si and ωi ∈ R.

Thus each of the anisotropic Voronoi regions is parameterized by the triplet (si, Σi, ωi).

Further assuming ωi = ωj ∀i, j ∈ {1, 2, · · ·n}, the distance function becomes

dQ(x, si) = (x− si)
TΣi(x− si) (4.7)

As the bisectors of such a Voronoi diagram are quadratic hypersurfaces, these diagrams

are called ‘Quadratic Voronoi Diagrams’, wherein every Voronoi cell i is parameterized

by (si, Σi) pairs.

VQ(si) =
{

x ∈ Rd | dQ(x, si) ≤ dQ(x, sj) ∀j ∈ {1, 2, · · ·n}
}

(4.8)

From Eqn. 4.7, it can be observed that Σi is essentially a weighting factor

that non-uniformly weights distances in every Voronoi regions along every dimension.

When all the Voronoi regions are equally and uniformly weighted along every axis,
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Σi = Idxd ∀i = 1, 2, · · ·n and the resulting diagram for point sites becomes an Euclidean

distance based Voronoi diagram.

4.3.2.1 Estimating the Distance Metric From Sparse Data: Minimum Vol-

ume Enclosing Ellipsoid

Now, the problem at hand is to estimate the parameter pair for each cell/quadratic

Voronoi regions from the sparse data-points, as obtained from the segmented and tracked

slices, that belongs to the boundary of each cell. Given the extreme sparsity of the data,

there is no available method that would provide Σis for each region. We, in this work,

propose an alternative way of estimating (si, Σi) pairs directly from the sparse data-

points.

An ellipsoidal surface in 3D is given by the locus of the point x that satisfies

(x− xc)
TM(x− xc) = 1 (4.9)

where xc is the center of the ellipsoid and M is a positive definite symmetric matrix.

For any point x inside the ellipsoid, (x− xc)
TM(x− xc) < 1 and for every x outside

it, (x− xc)
TM(x− xc) > 1.

Now, (x− xc)
TM(x− xc) is, in fact, the Mahalanobis distance of the point x

from the center xc of the ellipsoid. Therefore, if a point y is equidistant for the centers

of two ellipsoids (xc1 ,M1) and (xc2 ,M2) in the Mahalanobis sense, then,

(y − xc1)TM1(y − xc1) = (y − xc2)TM2(y − xc2) (4.10)

Now, Eqn. 4.10 gives the locus of the points y, which is exactly the same as that

of the points on the bisector two neighbouring quadratic Voronoi regions parameterized

by (xc1 ,M1) and (xc2 ,M2). We already have a set of points (Psparse)which are sparsely

but uniformly z-sampled from the boundaries between neighbouring cells. The tracking
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algorithm provides us with the exact cell pairs on which every point from this set belongs

to. Therefore we can approximately estimate the distance parameters associated with

every quadratic Voronoi region individually by fitting an ellipsoid to the sparse data-

points belonging to the boundaries of that region. In this work, we choose to fit Minimum

Volume Enclosing Ellipsoids (MVEE) to each of {P (1)
sparse, P

(2)
sparse, · · ·P (C)

sparse} for C cells

individually and obtain approximate estimates of {(s1,Σ1), (s2,Σ2), · · · (sC ,ΣC)}. The

estimation strategy is described later in this section.

As we are estimating the parameters of quadratic distance metric associated

with every individual Voronoi cell separately and then using the distance metrics, thus

obtained, to tessellate a dense point cloud, we choose to call the resulting Voronoi

tessellation as the ‘Adaptive Quadratic Voronoi Tessellation’ (AQVT).

After registration, segmentation and identification of a cell in multiple slices

in the 3-D stack, we can obtain (x, y, z) co-ordinates of the set of points on the perime-

ter of the segmented cell slices. Let this set of points on the cth cell be P
(c)
sparse =

{p1, p2, · · · pk} ∈ R3. We have to estimate the minimum volume ellipsoid which encloses

all these k points in R3 and we denote that with E . An ellipsoid in its center form is

represented by

E(s,Σ) = {p ∈ R3 | (p− s)TΣ(p− s) ≤ 1} (4.11)

where s ∈ R3 is the center of the ellipsoid E and Σ ∈ R3×3. Since all the points in

P
(c)
sparse must reside inside E , we have

(pi − s)TΣ(pi − s) ≤ 1 for i = 1, 2, · · · k (4.12)

and the volume of this ellipsoid is

V ol(E) =
4

3
π{det(Σ)}−

1
2 (4.13)
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Figure 4.3: Ellipsoidal representation of the AQVT parameters estimated from the
sparse data-points. (A) The Minimum Volume Enclosing Ellipsoids representing the
(c,Σ) parameter pairs for individual cells are shown in different colors. (B) The same
representation viewed from top.

Therefore, the problem of finding the Minimum Volume Enclosing Ellipsoid (MVEE)

for the set of points P
(c)
sparse can be posed as

min
Σ,s

− log det(Σ)

s.t. (pi − s)TΣ(pi − s) ≤ 1 for i = 1, 2, · · · k

Σ � 0 (4.14)

To efficiently solve Problem 4.14 we convert the primal problem into its dual problem

since the dual is easier to solve. A detailed analysis on the problem formulation and

its solution can be found in [48, 53]. Solving this problem individually for each sparse

point set P
(1)
sparse, P

(2)
sparse, · · ·P (C)

sparse, the parameters of the quadratic distance metrics are

estimated as {(ŝ1, Σ̂1), (ŝ2, Σ̂2), · · · (ŝC , Σ̂C)}. To visually represent these parameters, we

have constructed the ellipsoids with each of these parameter pairs and color coded them

to represent individual cells in a SAM tissue (Fig. 4.3).
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4.3.2.2 3D Tessellation Based on the Estimated Parameters of AQVT: the

Final Cell Shapes

As soon as the parameters of the quadratic distance metrics are estimated from

the previous step, the dense point cloud Pdense obtained in Sec. 4.3.1.3 can be partitioned

into different Voronoi regions based on Eqn. 4.8, i.e. the dense point cloud belonging to

cell c is given as

P̂
(c)
dense =

{
x ∈ Pdense | (x− ŝc)

T Σ̂c(x− ŝc) ≤ (x− ŝj)
T Σ̂j(x− ŝj) ∀j ∈ {1, 2, · · ·C}

}
(4.15)

For visualization purpose of the cell resolution 3D reconstruction results, we

fit convex polyhedrons to P̂
(1)
dense, P̂

(2)
dense, · · · P̂

(C)
dense to represent each cell.

4.4 Results and Discussion

We have tested the proposed 3D Reconstruction framework on a cluster of

around two hundred and twenty cells spanning L1 and L2 layers of an Arabidopsis

Shoot Apical Meristem. Once the 2D segmented cell slices are clustered together using

the cell tracker, the sparse set of data points on each cell are extracted. These data

points are then used to estimate the approximate location of the sites for Euclidean

distance based Voronoi tessellation or in case of the proposed AQVT based method, the

site and weight parameters for the quadratic distance metric for each cell.

4.4.1 3D Reconstruction Results

Fig. 4.4(A) shows a cell resolution reconstruction of the cell cluster in SAM

using AQVT. Note that for 3D visualization purpose of the 3D structure only, we have

represented each cell as a convex polyhedron fitted to the dense point cloud clustered to

89



Figure 4.4: Visualization of the AQVT based 3D reconstruction of SAM cell cluster. (A)
Visualization of the 3D reconstructed structure of a cluster of around 220 closely packed
cells using convex polyhedron approximations of the densely clustered data-points for
each cell, as obtained from the proposed 3D reconstruction scheme, (B) A subset of cells
from the same tissue.

the cells, as obtained from our 3D reconstruction/ 3D segmentation scheme. For better

understanding of the 3D structures of individual cells, we have shown the reconstructed

shapes of a smaller cluster of cells in Fig. 4.4(B).

4.4.2 Validation of the Proposed Method

4.4.2.1 Validation on 3D SAM Data

There is hardly any biological experiment which can directly validate the es-

timated growth statistics for individual cells in a sparsely sampled multi layered clus-

ter. In fact, the absence of a method to estimate growth statistics directly using non-

computational methods in a live-imaging developmental biology framework is the mo-

tivation for the proposed work and we needed to design a method for computationally

validating our 3D reconstruction technique. Once the 3D reconstruction is achieved, we

can computationally re-slice the reconstructed shape along any arbitrary viewing plane

by simply collecting the subset of reconstructed 3D point cloud that lies on the plane.

To show the validation of our proposed method, we have chosen a single time
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Figure 4.5: Reconstruction of a cluster of cells using Euclidean distance based Voronoi
tessellation and the proposed AQVT for comparison of the 3D reconstruction accuracy.
(A) Segmented and tracked cell slices for a cluster of fifty two cells from the L1 and L2
layers of SAM. A dense confocal image stack is subsampled at a z-resolution of 1.35 µm to
mimic the ‘z-sparsity’ observed in a typical Live-Imaging scenario. The slices belonging
to the same cell are marked with the same number to show the tracking results. (B)
3D reconstructed structure for a subset of these cells when reconstructed using the
Euclidean distance based Voronoi Tessellation. (C) The AQVT based reconstruction
result for the same subset of the cell cluster.
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point dataset that is relatively densely sampled along Z (0.225 µm between successive

slices). Then, we resampled this dense stack at a resolution of 1.35 µm to generate a

sparser subset of slices that mimic the sparsity generally encountered in a live-imaging

scenario. After 2D segmentation and tracking, different slices of the same cells imaged

at different depths in Z are shown using the same number in Fig. 4.5(A). Next, we

reconstructed the cell cluster first by the standard Voronoi tessellation using the Eu-

clidean distance metric and then using our proposed method (AQVT) with a quadratic

distance metric adapted for each of these cells. The reconstruction results for a subset

of the cells for each of these methods are shown in Figs. 4.5(B) and 4.5(C) respectively

for a direct comparison. It can be observed that not only our proposed method very

accurately reconstructed the cell shapes but also it has captured the multi-layer archi-

tecture of these SAM cells more closely in comparison to its Voronoi counterpart with

the Euclidean distance metric.

To better investigate the accuracy of the reconstruction and to show the clear

advantage of using the proposed method of reconstruction quantitatively, we measure

distances between the 2D cross sections of the 3D reconstruction results for each cell

to the Watershed segmented cell boundaries. By choosing the reslicing plane as z =

1.125, 2.475, 3.825µm (different slices than those used for reconstruction) from top of

the stack for the L1 layer cells and z = 5.175, 6.525, 7.875µm for the L2 layer cells,

we can computationally regenerate the cell walls for these imaging planes along Z. The

shapes of cells in the reconstructed slices can be compared against their counterparts

in the 2D segmented images and the distance between the shapes would represent the

reconstruction error. There are several different distance metrics that can be used to

compute the dissimilarity between two shapes such as the Procrustes distance, Hausdorff
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Figure 4.6: Comparison of the 3D reconstruction accuracy for the proposed AQVT
based reconstruction against Euclidean distance based Voronoi tessellation. (A) The
cells shown in Fig. 4.5(A) are reconstructed using the Euclidean distance based Voronoi
tessellation and the computationally re-sliced cells are compared against the ground
truth. (B) The same cells are reconstructed using the adaptive quadratic distance based
Voronoi tessellation and then computationally re-sliced along various depths in z at
which we also have the ground truth (in terms of the 2D segmentation results of the
cell slices), but were not used in generating the reconstruction results. The computa-
tionally obtained cell slices are shown in different colors for different cells and they are
superimposed by the ground truth segmentation results. (C) The error in reconstruc-
tion (similar to the reprojection error) is computed as the Modified Hausdorff Distance
(MHD) between the computationally generated cell slices and the segmentation results
on the ground truth images of the same cells. The MHD, computed for each of the 52
cells at different depths in the Z-stack are plotted for both the methods to compare the
methods against each other. It can be clearly observed from the plots that the recon-
struction error is much larger for the Euclidean distance based Voronoi tessellation (VT)
than for AQVT, especially at the terminal (3rd, 4thand 6th) slices, between consecutive
layers of cells.
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distance etc., each one having its own advantages. We have chosen to use the Modified

Hausdorff Distance (MHD), one of the more popular distance measures in the Hausdorff

distance family, to evaluate our reconstruction method. The advantages of MHD over

other distance measures for object shape matching is described in details in [26]. It

can be noted that the error, thus computed, is analogous to the reprojection error

that is widely used in the 3D reconstruction community to quantify the accuracy of

reconstruction.

In Fig. 4.6(A), we have shown the computationally resliced cell slices (color

coded to represent the same cells at multiple slices) at various depths for Euclidean

distance based Voronoi tessellation and Fig. 4.6(B) shows the 2D cross sections for the

same cells as obtained by reslicing the 3D cell shapes in the proposed AQVT based

reconstruction method. For both the image sets, the computationally obtained cross

sections of each cell are superimposed by the Watershed segmentation results for the

same cell slices (the ground truth). The MHD between the original and computationally

generated cell slices are computed and for each of the cells in 6 different slices, this error

is shown in Fig. 4.6(C).

It can be observed that each of the graphs in Fig. 4.6(C) comprises of the

reconstruction errors for individual cell slices for both the methods of the reconstruction.

For the slices closer to the center of the cells, both the methods show similar and

acceptably small reprojection error. However, in case of the terminal slices for each

cell along Z, the proposed adaptive quadratic distance based reconstruction method

shows a far better reconstruction accuracy (as evident in the 1st, 3rd, 4th, 6th graphs in

Fig. 4.6(C)). This improvement of result is more prominent for cells that have non-

uniform shapes and growth such as elongation along any one of the axis. We further

validate this observation by performing a similar experiment on a cluster of cells of
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Figure 4.7: Errors in AQVT estimated cell volumes from their respective ground truth
volumes at various levels of sparsity. A cluster of cells from a 3D confocal image stack
with z resolution of 0.225µm is resampled to generate stacks of 5 different levels of spar-
sity. Each of these resampled stacks is 3D reconstructed using the proposed AQVT and
volumes of each of the cells in the cluster are computed. The means and standard devi-
ations of absolute errors in volumes (expressed as a ratio to the ground truth volumes)
of all the cells for each sparser stacks are plotted. The average error slowly increases
with increased sparsity but is less than 5.3% with a standard deviation of 4% even at
1.35 µm/slice (i.e. 3 slices/cell on an average).

various sizes and dimensions in a sample root meristem longitudinal cross sectional slice

image. This experiment and the results are elaborated in the next subsection.

We have also evaluated the accuracy of our method by studying how much do

the estimated volumes of the cells differ from ground truth for various levels of sparsity

in the z-sampling. For the dense data described before (0.225 µm between slices along

z), we first estimate the ground truth cell volumes of a cluster of cells by counting

the total number of superpixels per cell and multiplying that with the superpixel size

(0.2x0.2x0.225 µm3). Then, we gradually resample the dense stack at 5 successive z

resolutions (viz. 0.45, 0.675, 0.9, 1.125, 1.35 µm) and for each of these resampled stacks,

we reconstruct the same cells using the proposed AQVT and estimate the cell volumes.

It can be noted that with each of these respective resampling, the resultant 3D stack

becomes more and more sparse. For example, at 0.45 µm z resolution of sampling, the

average number of slices per cell is 7 or 8, whereas, for 1.35 µm, the same cells are
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captured in an average of 3 slices. The errors in estimation of individual cell volumes at

various sparsity levels are shown in Fig. 4.7. We have plotted the means and standard

deviations of the absolute errors expressed as a ratio to the ground truth cell volumes.

It can be observed that at the densest resampling (0.45 µm), the average estimation

error is as low as 3% with a standard deviation of 1.3%. The estimation error slowly

increases with increased sparsity in the stack and at a sparsity of about 3 slices/cell, the

average estimation error is 5.3%, with standard deviation of around 4%.

4.4.2.2 Validation on 2D Root Meristem Data

For further evaluating the performance of the proposed AQVT on tightly

packed cells of heterogeneous sizes and shapes, we perform similar experiments on a

2D image of root meristem longitudinal cross section with 226 cells. The ground truth

segmentation of the tissue is shown in Fig. 4.8(A), the raw images for which can be

seen in Fig. 5 of [94]. From Fig. 4.8(A), it can be seen that a large number of cells in

the tissue slice (shown as x-z plane in Fig. 4.8(B)) is more elongated along the longi-

tudinal direction (shown as z-axis in Fig. 4.8(B)), whereas the other cells have similar

x and z diameters. Again, the cells towards the the periphery are much larger than

the cells in the lower central region of the tissue. To mimic the scenario of sparse

sampling along one dimension, we artificially sample the segmented cells along z (longi-

tudinal) axis (see Fig. 4.8(B)) to generate point clouds for each cell at various sparsity

(∆z = dz/9, dz/6, dz/4 and dz/3, where dz is the average cell diameter along z axis).

We assume sparse clustering of sampled points per cell (analogous to spatial tracking

in 3D) is given to us as the contribution of the present work is dense reconstruction of

cells from sparse point clouds, which lies in the post segmentation and tracking stage
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Figure 4.8: Validation of AQVT on 2D root apex longitudinal cross section data. (A)
Ground truth segmentation of a sample cross sectional slice of root apical meristem
tissue. The source images for this tissue can be found in [94] (Copyright (2003) National
Academy of Sciences, U.S.A.). (B) The zoomed in tissue after segmentation (B-top) and
sparser point clouds per cell (in the x-z plane) after resampling the tissue at various
z-resolutions (zoomed in for clarity). (C) The cells (color-coded) are reconstructed using
the proposed AQVT with the resampled point clouds as shown in B to present the change
in reconstruction quality with increased sparsity in the sampled point clouds for both
the larger and elongated cells towards the outer and upper part and the smaller cells
towards the lower central part of the tissue. (D) Quantitative measure of reconstruction
errors: the difference between actual and reconstructed cell shapes are computed using
modified Hausdorff distance (MHD) and the histograms of MHDs for all the cells at
every level of sparsity is plotted.
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of the reconstruction pipeline. For each of the resampled point clouds, we use AQVT

(in R2) to reconstruct the cells (Fig. 4.8(C)). We compute modified Hausdorff distances

from every reconstructed cell shape to the ground truth segmentation for quantitative

evaluation of the reconstruction accuracy (Fig. 4.8(D)). We can observe that the mean

error in the reconstructed cell shapes is less than 6% of average cell longitudinal diame-

ter and the maximum reconstruction error for most of the cells in the tissue is less that

10% for all sparsities upto ∆z = dz/3 (average 3 slices or lines/cell).

4.5 Conclusion

In this chapter, we have presented a method of reconstructing densely packed

cluster of cells using a very sparsely z-sampled confocal live imaging dataset. We have

provided a mathematically rigorous framework built on top of basic geometric tessel-

lation concepts. We have first shown how the cell shapes can be approximated by

the Voronoi tessellation based on Euclidean distance measure. Then, we proposed a

quadratic distance metric based Voronoi tessellation framework to capture the asym-

metry of the cell sizes and growth along their different axes. We described how the

proposed tessellation can take care of the asymmetry by providing weights on the dis-

tance metric along each axis for each cell and how these weights as well as the location of

the sites can be approximately estimated from the sparse image data for individual cells

by fitting enclosing ellipsoids to the segmented sparse image slices. We have validated

our method by showing that the reconstruction error (both in reconstructed cell shapes

and estimated cell volumes) for the cells is sufficiently low and have provided a direct

comparison of the reconstruction error for the proposed method against the popular

Euclidean distance based Voronoi tessellation approach.
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Chapter 5

Context-aware Activity

Forecasting

5.1 Introduction

In computer vision literature, one major topic of interest is to automatically

detect and recognize human activities in a video. The methods developed in the litera-

ture on activity recognition range from analyzing simple individual actions such as those

discussed in [86,25] to more natural and complex human activities involving one or more

actors in the scene [84,73,18]. However, these methods provide ‘after-the-fact’ recogni-

tion once the activity of interest is complete. Forecasting activities into the future much

before they are observed is an important problem for many application scenarios and

can be useful in designing anomalous event detection schemes. However, it hasn’t yet

received much attention in the computer vision community.

We have seen some recent developments in the field of activity prediction or

forecasting and two classes of such problems have been introduced in the literature.
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Figure 5.1: Different types of problems in human activity analysis. The figure shows four
consecutive activity sequences for an actor - opening the trunk of a vehicle, unloading an
object from the vehicle, closing the trunk, and the actor carrying the unloaded object,
performed in that order. Three categories of activity analysis problems are presented
on these sequences. (A) The classic activity recognition problem: Each of the activity
sequences is fully observed before the activity labels are predicted. (B) Early prediction
of ongoing activity: Only a few initial frames per activity sequence is observed and the
goal is an early prediction of the activity classes from these incomplete observation sets.
(C) Forecasting of future activities in absence of observation: At any point of time in a
continuous video all activities occurring upto that time point are observed and the goal
is to forecast the labels for future activities without the availability of observation for
any of them.
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The first class of problems looks into early recognition of ongoing activities [83, 98, 42]

and is defined in the literature as an inference of the ongoing activity given temporally

incomplete observations. In this problem, the first few frames of the video sequence

containing an activity is observed and an early classification of the ongoing activity

needs to be achieved. The second class of the problems seeks to forecast future activities

in continuous videos [51] well before they are observed. This problem can be generally

stated as an anticipation about future activity classes in a continuous video, where no

observation of any future activity is available and all past activities are observed. The

differences between these two problems and how each of them are principally different

from a standard activity recognition problem are described through Fig. 5.1.

In this chapter, we present a method that not only attempts to solve the

problem of forecasting unseen future activities (the second class of problem) but also

jointly recognizes the activities that have already taken place and were observed. In

most cases, it can be observed that activities performed by an actor occur following

fixed temporal sequences. For example, if a person carries a bag and walks towards the

trunk of a parked car, s/he is most likely to open the trunk, load the bag into it and

then close the trunk. Also, for collective activities it can often be seen that actions of

the actors involved are strongly synchronized with each other within a spatio-temporal

window. All of these are collectively termed in this chapter as ‘activity and scene context’

and we leverage upon these contextual information for successful recognition of observed

activities and forecasting of unobserved future activities.

We formulate the joint recognition and forecasting problem probabilistically.

The past, present and future activities in a video are modeled as the nodes of a graph and

the activity and scene context are modeled as a Markov Random Field on the proposed

graph structure. Finally, a suitable inference strategy is adopted for recognition and
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forecasting of the activity classes. We show experiments on a challenging and realistic

activity dataset - the VIRAT ground dataset release 2 [74]. This dataset comprises of

long duration video clips, each containing multiple activities that take place either simul-

taneously or sequentially, thereby making these datasets both challenging and suitable

for testing the proposed spatio-temporal context based activity forecasting method.

5.2 Overview of The Proposed Method

In this chapter, we propose a strategy to jointly recognize and forecast activities

in long duration continuous videos. The method attempts to recognize activities that

have already been observed in a video while forecasting the most probable categories of

future activities, yet to be observed in that video sequence.

A typical surveillance video contains multiple activities occurring simultane-

ously or in succession at different portions of the scene. In such videos, it can be observed

that a specific activity by an actor is often followed by another activity by the same

actor and this pattern repeats itself through and across the videos given the similarity in

scenes. Therefore, an actor’s future activities can often be inferred from one or more of

its previous activities. Moreover, in group activities where multiple actors are involved,

one actor’s observed activity pattern can help us forecast another’s future actions. We

call this ‘activity context’ and it can be modeled on the edges of an activity graph to

aid recognition and prediction. As the number of observed activities can increase with

time, the graph formation strategy is dynamic with an aim to keeping the size of the

graph constant. This is discussed in Sec. 5.3.1.

After graph formation, a ‘Markov Random Field’ (MRF) (see Sec. 5.3.2) is

defined on the graph. The edge potentials defined on each of the edges of the graph
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Figure 5.2: The overall activity forecasting pipeline: training and testing.

are modeled using the frequencies of occurrence of pairs of activities in a tight spatio-

temporal proximity (Sec. 5.3.3) and are directly learned from a set of annotated training

videos. The node potentials for the observed nodes (observed activities) are obtained

using the likelihood of the activities, given by a set of activity classifiers when applied on

the features (STIP+BoW) extracted from the observed activity regions (Fig. 5.2). The

node potentials for all the unobserved nodes (unobserved future activities) are initially

set as uniform distributions in absence of any other specific information. However,

as in most cases, the activity can be characterized by the proximity and motion of

the actor relative to a number of key points and detected secondary objects in the

scene. These scene specific information, termed as the scene context, help modifying the

observation/node potential of the first unobserved activity node in immediate future

for every actor (Fig. 5.3). Please note that these scene contexts and the previously

introduced spatio-temporal activity context are collectively termed as ’activity and scene

context’.

An object detector and a person tracker is employed to extract and estimate

various scene context features (see Sec. 5.3.4.3) for each actor in the scene at each time

point. A trained classifier, when applied on the scene context features extracted from the

observed video, provides us with the observation potentials of the aforementioned nodes.

The edge potentials remain fixed for the graph across all time points. Finally, the joint
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activity recognition and forecasting problem can be posed as an inference problem on

the MRF just described, which is solved using an iterative ‘message passing’ algorithm.

5.3 Activity Forecasting Framework

Let a complete continuous video clip be V , vt being the portion of V that is

observed upto time t and let v
′
t be the portion that is yet to be observed. Therefore,

vt ∪ v
′
t = V . vt contains a number of activity regions and the set of K most recent

observations from these activity regions is given as Y = {y1, y2, · · · yK}. More clearly,

the observation yk denotes the image observation of an activity, i.e., the features com-

puted from the kth activity region amongst the most recent K activity observations.

A subset of these observations is the set of observed activities by one individual actor.

If there are no actors O = {o1, o2, · · · ono} in the scene at time t, the set of activities

by actor oi ∈ O, observed so far would be Y i = {yi1, yi2, · · · yiN}. Further, we define

a forecasting horizon h over which we intend to do activity forecasting. Note that h

is not a time window, rather it denotes the number of future activities per actor we

would be predicting ahead of the current time instant. Therefore, we can define a to-

tal of (K + no.h) variables representing the hidden activity labels, which we estimate.

Let the set of these labels be Xt = {x1, x2, · · ·xK , xK+1, · · ·xK+no.h}. The two sub-

sets of this label set are the one containing the labels with associated observations,

Xobs
t = {x1, x2, · · ·xK} and another containing the labels for which no observation is

available, Xunobs
t = {xK+1, xK+2, · · ·xK+no.h}. Let the hidden variable/label for kth

activity by actor oi be represented as xik ∈ Xt.

In the next subsections we introduce the structure of an ‘activity graph’, the

potential functions associated with an MRF defined on it and how to do recognition and
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Figure 5.3: A snapshot of the graph structure for activity forecasting for two actors in
the scene at any time instant ‘t’. ‘B’ denotes a trained activity classifier for observed
activity recognition and ‘S’ denotes a scene-context classifier.

prediction as inference on this MRF to obtain the labels of the hidden states Xt.

5.3.1 Activity Graph Formation

A graph is built with the atomic activities (both observed and unobserved) as

nodes and the activity contexts are modeled on the edges of the graph. The character-

istics and definitions of various components of the graph are, as follows,

• Each node in the graph is an atomic activity. Let the set of all the nodes in the

graph at any given time instant t be Nt. Let a node corresponding to an activity

by actor oi be nik. Then, nik ∈ Nt. The hidden variable corresponding to the node

nik is xik, the value of which is to be estimated.

• An edge between two activity nodes represents the spatio-temporal context be-

tween them. Let the set of all the edges in the graph be Et.
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• The nodes corresponding to the already observed activities in the video are called

observed nodes (N obs
t , blue nodes in Fig. 5.3).

• The unobserved activities are represented by the observed nodes (N unobs
t , white

nodes in Fig. 5.3).

• Observed edges are those which connect two observed nodes (Eobst , blue lines in

Fig. 5.3).

• If both the terminal nodes of an edge are unobserved, it is called an unobserved

edge (Eunobst , red lines in Fig. 5.3).

• If an edge connects two nodes one of which is observed and the other unobserved,

it is called a semi-observed edge (Esemi−obs
t , black lines in Fig. 5.3).

For a better pictorial understanding of the complete graph structure, please refer to

Fig. 5.3.

Two observed nodes are connected by an edge if the corresponding activities

occur in a predefined spatio-temporal proximity. But for the unobserved nodes and

edges, this strategy cannot be adopted as we are unaware of both the spatial location

and time of any future activity. Even the exact number of future activities in a video

clip at any observational time point is also unknown. Therefore, whenever an activity

is observed, we add one more unobserved node (corresponding to the actor of that

activity) in the graph and drop the node corresponding to the oldest observed activity.

Thus the total number of observed (K) and unobserved (no.h) nodes remains constant

through the video. Please note that an actor might exit the scene, or the video sequence

might end before all the future activity nodes are observed. The unobserved nodes are

time ordered and two consecutive unobserved nodes pertaining to the activities to be
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performed by the same actor are connected using an unobserved edge. Second order

connections are also made for two unobserved nodes. Finally, the semi-observed edges

are used to connect the last two observed nodes per actor and the two unobserved nodes

in immediate future.

5.3.2 Markov Random Field Modeling

The set of random variables associated with nodes Nt is Xt = {x1, x2, · · ·xK ,

xK+1, · · ·xK+no.h}, which are to be estimated given all observations Yt. These random

variables correspond to the state of each node in the graph and the support for each of

these variables is the candidate set of activities (C).

Then the overall MRF is expressed as

P (Xt;Yt) =
1

Z

K+no.h∏
k=1

φ(xk, yk)
∏
(k,l)

: (nk,nl)∈Et

ψ(xk, xl) (5.1)

Here φ(xk, yk) represents the node potential of any node nk ∈ Nt, and ψ(xk, xl)

is the edge potential from node nk to node nl. To estimate the optimal states for

every node, we have to maximize P (Xt;Yt). Towards that objective, we first estimate

the approximate marginal distributions P (xk; yk) at each node using belief-propagation

scheme as described later. The optimal states that maximize the posterior distribution

could be then estimated by maximizing the marginals independently.

5.3.3 Edge/Activity Context Potential

The activity context potential is defined on the edges of the graph, in each

of Eobst , Eunobst , Esemi−obs
t . This potential function models the association between any

two activities occurring immediately one after the other or in close spatio-temporal

succession. For any two nodes nik and njl (the corresponding labels being xik and xjl
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respectively), the inter-activity potential is given as, if
(
nik, n

j
l

)
∈ Et,

ψ
(
xik = cm, x

j
l = cn

)
= fsmn,1 if i = j, |l − k| = 1

= fsmn,2 if i = j, |l − k| = 2

= fdmn if i 6= j (5.2)

All these values fsmn,1, fsmn,2 and fdmn are computed from the annotated training

data. fsmn,1 is computed as the ratio of the number of times the same actor performs

the activities cm and cn immediately one after another to the total number of times the

activity cm is performed in the training data. f smn,2 is computed as the number of times

the same actor performs activities cm and cn with the gap of exactly one activity in

between them, and it is expressed as a ratio to the total number of times the activity

cm is performed. Finally, fdmn is obtained as the ratio of the number of times activities

cm and cn are performed in a close spatio-temporal vicinity by two different actors to

the number of times cm is observed in the video. The same spatio-temporal proximity

thresholds are also used in forming the graph, as discussed in Sec. 5.3.1.

For computing the activity context, only close spatio-temporal neighbors (1st

and 2nd order connections) are considered, as we have observed that sub-sequences of

relatively smaller length show stronger trends in repeating themselves than the longer

activity sequences. Thus in the training videos, we examine all such 2 and 3-tuples

of activity sub-sequences and model their pairwise relationships. This also helps us in

correcting for any false positives and missing activities.

5.3.4 Node Potentials

The node potential is the likelihood of occurrence of a particular type of activity

as observed in the video data. As there are specifically two types of nodes in our graph

108



(observed and unobserved), we devise separate strategies for computing node potentials

for these two categories of nodes.

5.3.4.1 Observed Nodes:

From the annotated training data, we identify the activity regions and we train

one activity classifier, the output of which is the probability of a given activity belonging

to a particular category. Features at these activity regions are the observation variables

and if any of the observation variables is associated with the kth observed activity by

actor oi, it is denoted as yik. A classifier can be employed to estimate the probability of

an observation yik resulting from an activity belonging to a particular category cp ∈ C.

Thus, if the set of trained baseline classifiers is B, then the observation/node potentials

of the node nik is given as

φ
(
xik, y

i
k

)
= p

(
xik|yik, B

)
, if nik ∈ N obs

t (5.3)

Although we have mentioned a particular feature and type of baseline classifier, any other

discriminative classifier and low level motion features could be used for this purpose.

5.3.4.2 Unobserved Nodes:

The node potentials, thus obtained above, are potentials for the observed nodes.

However, for an unobserved nodes yik is yet to be obtained and hence a future activity

is equally likely to belong to any category, i.e.,

φ
(
xik, y

i
k = ∅

)
= (1/M)1T , if nik ∈ N unobs

t (5.4)

Although no low level motion feature is available for a future activity, its likelihood of

being categorized as a specific activity can sometimes be substantially improved over
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1/M with the help of some secondary observations from the scene, termed as the ‘scene

context’ through this chapter.

5.3.4.3 Scene Context Classifier:

Often times, an activity is characterized by its interaction with other objects

in the scene. For example, in [74], ‘opening trunk’/ ‘closing trunk’, ‘loading a vehi-

cle’/‘unloading a vehicle’, ‘getting into a vehicle’/‘getting out of a vehicle’ - all these

activities have at least one thing in common, i.e. the actor interacts with a parked

car in all of them. Similarly, ‘entering a facility’/‘exiting a facility’ are both associated

with a detectable entry-exit point of a facility in the scene, probably the doorway of a

building. Therefore, knowledge about the locations of these objects, key scene elements

and whether an actor is going to interact with either of them in near future could help

us ascertain that the future activity belongs to a much smaller subset of all possible

activities. This set of information, as a whole, is termed as the ‘scene context’. It is

represented by a set of variables comprising of the locations/bounding boxes of all the

secondary objects, and key points in the scene that are related to one or more types

of activities, location and motion information of the actor relative to these objects/key

points. Please note that the scene context is computed individually for every actor in

the scene and the values naturally change with time. Details on such context features

in relation to experiments on VIRAT data is given in Sec. 5.4.

The computed scene context features are averaged over a predefined time

window to generate a smoothed scene context feature vector per actor at each time

point. Let, at time point t, the scene context feature computed for actor oi be foit =〈
foit,1, f

oi
t,2, · · · f

oi
t,Nf

〉
. As these features are computed in between two successive activ-

ities, the pair (foit , ak) completes the representation of the scene context, where foit is
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computed at a time t, after which the next activity oi is going to perform is ak. Such fea-

tures for all the actors over the entire training dataset are combined and a scene-context

classifier S is trained. Given a test video, at each time point, whenever we want to run

the recognition and prediction, we compute the scene context features. If an actor oi

has already performed k activities and its computed scene context features at time t is

foit , then the classifier S provides us with the likelihood of the next activity (xik+1) that

oi is going to perform, which is also the node potential for the first unobserved activity

node for oi at time t. Therefore,

φ
(
xik+1, y

i
k+1 = ∅

)
= p

(
xik+1 | f

oi
t , S

)
, (5.5)

where nik ∈ N obs
t , nik+1 ∈ N unobs

t . For all other future unobserved nodes for actor oi, the

node potentials remain uniform (see Eqn. 5.4) until the next observation is obtained. It

can be noted that as foit is time varying, the estimated node potential also changes from

frame to frame and needs to be re-estimated.

5.3.5 Inference: Loopy Belief Propagation

The next step is to do the inference on the MRF, which involves the compu-

tation of the marginal probability distributions for the states xk of each node nk ∈ Nt,

given the observations Y . For computation of the marginals at each node, we choose

to use Loopy Belief Propagation (LBP) based on the Sum-Product algorithm [52].

The iterative message passing scheme associated with the LBP algorithm is given in

Sec. 3.3.7. If LBP converges at iteration L, the estimated marginals at each node

would be P (L)(xk; yk) and the MAP estimates for the most likely states is computed as

x̂k = argxk
max P (L)(xk; yk). This optimum state corresponds either to the recognized

or the predicted label of activity node nk depending on the type of the node.
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5.4 Experimental Results

To assess the effectiveness of our proposed method in activity forecasting, we

perform experiments on the publicly available state-of-the-art VIRAT ground dataset

[74]. We perform two similar sets of experiments corresponding to two recognition

schemes used for labeling observed activities, viz., 1. An automated classifier (BOW +

SVM), 2. Ground truth activity labels.

5.4.1 Dataset

VIRAT Ground dataset is a state-of-the-art activity dataset with many chal-

lenging characteristics, such as wide variation in the activities and clutter in the scene.

The dataset consists of surveillance videos of realistic scenes with different scales and

resolution. The videos are 2 to 15 minutes long and can contain upto 30 events. The

dataset contains scenes captured on a single camera though the viewpoints can differ

across scenes. The activities are: 1 - person loading an object to a vehicle; 2 - person

unloading an object from a vehicle; 3 -person opening a vehicle trunk; 4 - person closing

a vehicle trunk; 5 - person getting into a vehicle; 6 - person getting out of a vehicle; 7 -

person gesturing; 8 - person carrying an object; 9 - person running; 10 - person entering

a facility; 11 - person exiting a facility. We work on the all the scenes except scene 0002

and 0102. For experiment set 1, we use half of the data for training our model and the

rest is used for testing. For experiment set 2, however, training is only needed for the

scene context based future activity classifier and only a fifth of the entire dataset is used

for training and we test our method on the rest of the data.
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5.4.2 Preprocessing

Given a test video sequence, the first task is to obtain the observed activity

regions. As activity regions overlap with the motion regions in a video, a background

subtraction method [103] can be used to locate the motion regions. Moving persons

and vehicles are identified using an available software [32]. Doors, bags, boxes etc. are

detected using a detector similar to [20]. A tracking method [89], when applied on the

detected actors’ bounding boxes, provides us with the trajectories of the actors.

5.4.3 Extraction of Scene Context Features

For our experiments on VIRAT dataset, the set of scene context features com-

puted are - 1. Are cars parked in the scene? (1-Y, 0-N), 2. Distance from the closest

parked vehicle normalized by length of diagonal of the car bounding box, 3. Heading

towards the closest parked vehicle, 4. Largest overlap of the actor bounding box with

the bounding box of a parked vehicle normalized by area of the actor bounding box, 5.

Is there one or more entry/exit points to facilities in the scene? (1-Y, 0-N), 6. Distance

from the closest entry/exit point normalized by the length of the diagonal of the actor

bounding box, 7. Heading towards the closest entry/exit point, 8. Is an object seen

on the actor? (1-Y, 0-N), 9. Average velocity of the actor, 10. Time elapsed since last

observed activity. For other datasets, the objects of interest will be recognized from the

segmented training videos and the generalized scene context features can be estimated

by keeping the same relationship between actor and objects. The features are estimated

at each frame for every actor using the actor track and locations of detected objects in

the scene. The features extracted from the training videos are further used to train a bag

of decision trees containing 200 fully grown trees. At every frame, the next activity class
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is used as label. In training videos, given a scene context feature vector extracted at any

frame, the trees individually vote and the normalized votes are used as the likelihood

for probable future activity class labels.

5.4.4 Motion feature extraction for observed activities

In experimental setup 1 (automated classifier based labels for observed ac-

tivities), we have used a ‘Bag-of-Features’ approach over ‘Space Time Interest Points’

(STIP) [57] due to its popularity in the literature for recognition of atomic activities.

The STIPs based on Harris and Forstner operators are computed for every activity re-

gion in the training data. Feature vectors computed at each point are clustered and

quantized to generate a codebook during the training phase and each activity category

is modeled as a distribution over this codebook. A multiclass SVM classifier is trained

with these features and the corresponding activity labels obtained from the annotated

training data. Similarly, for test video inputs, the STIPs are computed and probable

activity regions are identified where a significant number of points from the trained

vocabulary is observed.

5.4.5 Experiment Set 1

In this section, we present the experimental results when a classifier (BOW +

SVM) is used to generate node potentials corresponding to already observed activities.

At every fifth frame between two activities in a continuous video, we forecast the next

activities that an actor is going to perform using the previously observed activities in

the video as well as estimated scene context at that frame. At any given time before

an activity is performed, the proposed method estimates the probabilities of various
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(A) 

(B) 

Figure 5.4: Increasing trend of forecasting probabilities for different classes of activity
(observed in the test set) with time. The positive direction of the time axis indicates
increasing time gap from the instant at which the activity to be forecasted happens.
(A) Probability with which the ground truth activity is forecasted as the next activity
in exp. setup 1, (B) Similar increasing trend as observed in exp. setup 2.

candidate future activity labels and these forecasting probabilities can vary with time

as the actor moves and the scene context changes. In Fig. 5.4(A) and Fig. 5.5(A), we

examine this variation in forecasting probabilities with time for the next activity that

an actor may perform.

Let us assume that an actor has already performed an activity Alast upto

time tlast (or just entered the scene) and is going to perform Anext at time tnext. At

every time point t between tlast and tnext, we estimate the probability with which Anext

is forecasted as the next unobserved activity label, and thus tr = (t − tnext) is the

forecasting horizon. The average probability of forecasting the ground truth activity

(Anext) over all instances of Alast in the dataset is computed and its time evolution

is observed. Please note that for the same future activity performed, the time gap

[tlast, tnext] varies for different instances and hence is normalized between [−1, 0] (−1

denotes the end time of last observed activity or the time of actor’s first appearance

and 0 is the time when the next activity is going to occur in future). This time gap is
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(A) 

(B) 

Figure 5.5: Time evolution of forecasting probabilities for different classes of activity
(observed in the test set), where no apparent trend is observed. The positive direction of
the time axis indicates increasing time gap from the instant at which the activity to be
forecasted happens. (A) Probability with which the ground truth activity is forecasted
as the next activity in exp. setup 1, (B) Similar absence of trend, as observed in exp.
setup 2.

split into 8 equal ranges (∆tri , i = 1, · · · 8) and the average probabilities (with standard

errors) of the next ground truth activities are plotted.

Fig. 5.4(A) shows the time evolution of probabilities of three activity types

(loading obj. to vehicle, opening trunk, entering facility) as the next activity in exper-

imental setup 1. It can be observed that for these activities, the probabilities rapidly

increase as the forecasting horizon closes to zero (t closes to tnext), especially for the

first two car related activities. This is because, during this time range an actor typically

walks upto the vehicle and as the actor gets closer to the vehicle (t closes to tnext),

the model gets more and more confident the person is going to interact with the car

and hence one of these activities is going to be performed. The last observed activity

label and the spatio-temporal context further refines the forecasting probabilities to put

preference to a particular activity label.

However, this increasing trend in forecasting probability is largely activity spe-
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cific as for some of the activities in the dataset, there may not be any tightly associated

scene context variable. Thus, even large changes in computed scene context variables

minimally affect the forecasting probabilities when these activities would occur in im-

mediate future. For VIRAT, some examples of such activities are Running, Gesturing

etc. As seen in Fig. 5.5(A), there is no visible trend in the time evolution of forecasting

probabilities for these activities. Again, for activities such as ‘unloading object from a

vehicle’, the relevant scene context variables (e.g. distance from a car, overlap with a

car bounding box etc.) remain largely constant, thereby resulting in uniform average

probabilities through the forecasting time range (Fig. 5.5(A)).

5.4.6 Experiment Set 2

The probabilities and accuracies for forecasting future activities are affected by

the accuracy of the recognition module used for already observed activities. Therefore,

to factor out the effect of the errors in the observed activity recognition module on

the forecasting results and we repeat the same experiments as in set 1 with only the

classifier replaced by a perfect recognition scheme. As we observe an activity, we retrieve

its ground truth label and set the activity recognition probability for that particular

activity at a very high value, and close to zero for the rest.

The evolution of forecasting probabilities with normalized horizon is shown in

Fig. 5.4(B) for the activities that show an increasing trend in forecasting probabilities

and Fig. 5.5(B) for the activities without any apparent trend in the time evolution

of probabilities. The figures are visually similar to those for the same activities in

experimental setup 1. However, the average forecasting probabilities for most of the

activities is typically higher than that in the classifier based recognition case (set 1).
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Figure 5.6: (A) An example showing how the posterior probability of forecasting in-
creases with time and stabilizes once the next observation is obtained. (B) Comparison
of time evolution of probability averaged over all activity classes with which any correct
activity class is forecasted as the next activity in exp. setup 1 and 2. (C) Comparison
of forecasting accuracy for immediately next activity in the two experimental setups.

An example showing the increasing forecasting probability for the next unob-

served activity is presented in Fig. 5.6(A) (in exp. setup 2). In a video segment, an

actor in observed to ‘carry an object’ and the unobserved future activity would be ‘per-

son loading object to a vehicle’. A parked car is detected in the scene and the posterior

probability of the next activity being labeled as ‘person loading obj.’ rapidly increases

as the person walks straight towards the car and gets closer to it. Fluctuation in the

probability is seen due to occlusion of the detected object on person. The posterior

probability gets close to 1 just before the start of the next activity (shown by red circle).

Once the next observation is obtained, the posterior represents recognition probability

and remains constant for the rest of the video.

The time evolutions of forecasting probability averaged over all activity classes

for both exp. setup 1 and 2 are shown in Fig. 5.6(B) and in both the cases they show

an overall increasing trend. As expected, the average probabilities in exp. setup 2 are

higher than that in exp. setup 1. Similar trends are also observed in Fig. 5.6(C), which

shows the time evolution of forecasting accuracies combined for all activity classes. An

increasing trend very similar to that of forecasting probabilities is observed.
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Figure 5.7: Confusion matrices showing the overall forecasting accuracies obtained for
each class of activity. (A-B) Accuracies for forecasting activities in immediate future
and one step ahead (next-to-next) in experimental setup 1, (C-D) Accuracies for next
and next-to-next activities respectively in experimental setup 2. For activity types
corresponding to the label numbers, refer to Sec. 5.4.1.

As the proposed method is capable of forecasting activities deeper into the

future beyond the immediately next activity, we can also compute the time evolution of

forecasting probabilities and accuracies for activities one step ahead (the ‘next-to-next’

activities). The overall forecasting accuracies of all next and next-to-next activities in

exp. setup 1 are shown in Fig. 5.7(A-B). The accuracies for most activities happening

in immediate future is high. As we predict activities deeper into future, the accuracies

tend to go down, evidenced by Fig. 5.7(B). Similar trends are seen for activities in exp.

setup 2 (Fig. 5.7(C-D)). Please note that, as there is no baseline activity classifier to

train in exp. setup 2 and we need only 20% of the data for training the scene context

classifier, we have the entire remaining dataset for testing and that is why results for all

11 activities could be investigated. The expected improvement in forecasting accuracy

in setup 2 can immediately be evidenced by the confusion matrices. Most of the classes

of immediate future activities were predicted near perfectly. Thus, as expected, the

forecasting accuracy of activities will majorly improve with the improvement in activity

recognition scheme.
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5.5 Conclusion

In this chapter, we have presented a novel approach towards the problem of

forecasting future activities in long duration continuous videos. We have shown that

the forecasting problem can be posed as a graph inference problem on a MRF where

individual activities in a sequence are nodes on the graph. The method combines the

spatio-temporal inter activity context and inter-relationship between actors’ tracks and

detected key points and objects in the scene with a standard activity recognition classifier

to forecast activities that are yet to be observed. We show detailed experimental results

on the challenging VIRAT [74] dataset and achieve meaningful and encouraging results.
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Chapter 6

Conclusion

6.1 Thesis Summary

In this thesis, we studied spatial and temporal context models and explored

their usefulness in a number of computer vision applications, viz., multi-camera data

association, spatio-temporal cell tracking and human activity forecasting. In Chapter 2,

we presented the network consistent data association (NCDA) - an optimization based

framework that not only maintains consistency when pairwise data association results

are combined over a network of cameras or amongst observations across spatio-temporal

locations, but also improves the data-association accuracy. The proposed method was

applied to the person re-identification problem and results indicate a significant im-

provement in re-identification accuracy while establishing consistency.

In Chapter 3, we applied the proposed data association method in another

challenging application area - the spatio-temporal cell tracking problem. To generate

robust similarity measures between two dimensional projections of cells on various con-

focal image planes, we proposed a CRF based framework, where we leveraged upon the

local spatial geometric structure and topology of the relative positions of the neighbor-

121



ing cells in presence of imaging noise. The pairwise similarity measures, thus obtained,

are further combined together via the NCDA method proposed in Chapter 2 to generate

consistent and highly accurate spatio-temporal cell lineages. Experimental results are

shown on four dimensional confocal image stacks of Arabidopsis shoot apical meristem.

In Chapter 4, we utilized the cell lineages obtained using the cell tracking framework

in a cell resolution 3D reconstruction method to generate cell growth statistics for a

large number of cells in a high throughput manner. The tight packing of the cells in a

tissue enabled us to estimate the 3D structures of individual cells using the slice infor-

mation of the cell as well as that of its nearest neighbors through an adaptive quadratic

Voronoi tessellation model, which showed capability of handling the extreme z-sparsity

of a typical live imaging dataset.

We explored the relatively new and exciting problem of activity forecasting in

Chapter 5. We observed that in continuous videos, activities occurring in a scene are

rarely independent and are often simultaneous/sequential in nature. We modeled the

same on an activity graph as contextual information in a Markov Random Field (MRF)

and combined that with the interrelationship between static scene cues and dynamic

target trajectories to forecast into future. Labels of unobserved future activities were

obtained through inference on the MRF and experiments on the challenging VIRAT

ground dataset yielded promising results.

6.2 Future Work

Besides person re-identification and cell tracking, the idea of network consis-

tency is relevant to many other data association problems. Feature tracking in video

and association of feature points in a multi-robot system are some of such challenging
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domains where consistent association is of utmost importance. We would like to explore

each of these application areas in our future work. We would also investigate how the

proposed NCDA can be formulated and solved for distributed network data association

problems. This would be extremely useful in networks such as distributed multi-agent

systems with limited communication, i.e., when every agent in the network can share

information only with its neighbors. Besides the aforementioned problems, the future

directions of our research in NCDA based multi-camera data association will be to apply

our approach to bigger networks with large numbers of cameras and to cope with wider

space-time horizons.

The spatio-temporal cell tracking and the cell resolution 3D reconstruction

modules constitute two important components of an image analysis pipeline for live

tissues. We would explore the applicability of this pipeline to various densely clustered

plant and animal tissues other than Arabidopsis shoot meristems. We would use this im-

age analysis pipeline to generate various cell division and cell growth statistics in a fully

automated, high-throughput manner. The collected statistics could be extremely useful

in building a dynamical model to quantitatively analyse the spatio-temporal correlation

in cell division and cell growth in a complex multi-layered tissue, which is another goal

of our future work.

The proposed activity forecasting framework was built using a set of predefined

scene context variables, which are highly relevant for a typical human activity dataset.

In future, we would like to investigate how scene context can be automatically defined

and learned for any set of activities and scene in an online fashion. Specifically, we

would explore the applicability of a deep neural network for this purpose. Also, if an

activity is observed that was forecast with a very low probability, it might be anomalous

with respect to the already observed pattern of activities in the scene. Thus the pro-
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posed activity forecasting method, when combined with an online scene context learning

framework, could be extremely useful for anomalous activity detection.
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